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WASSERSTEIN GEOMETRY AND

RICCI CURVATURE BOUNDS FOR POISSON SPACES

by Lorenzo Dello Schiavo, Ronan Herry & Kohei Suzuki

Abstract. — We study the geometry of Poisson point processes from the point of view of opti-
mal transport and Ricci lower bounds. We construct a Riemannian structure on the space of
point processes and the associated distance W that corresponds to the Benamou–Brenier varia-
tional formula. Our main tool is a non-local continuity equation formulated with the difference
operator. The closure of the domain of the relative entropy is a complete geodesic space, when
endowed with W. The geometry of this non-local infinite-dimensional space is analogous to that
of spaces with positive Ricci curvature. Among others: (a) the Ornstein–Uhlenbeck semi-group
is the gradient flow of the relative entropy; (b) the Poisson space has an entropic Ricci curvature
bounded from below by 1; (c) W satisfies an HWI inequality.

Résumé (Géométrie de Wasserstein et minoration de la courbure de Ricci pour les espaces de
Poisson)

Nous étudions la géométrie des processus ponctuels de Poisson à travers le prisme du trans-
port optimal et de la minoration de la courbure de Ricci. Nous construisons une structure
riemannienne sur l’espace des processus ponctuels et la distance associée W qui concorde avec
la formulation variationnelle de Benamou–Brenier. Notre analyse repose sur une équation de
continuité non locale définie à l’aide de l’opérateur de différence. La fermeture du domaine de
l’entropie relative, équipé de W, est un espace géodésique complet. La géométrie de cet espace
non local et de dimension infinie est analogue à celle des espaces à courbure de Ricci stricte-
ment positive. Entre autres : (a) le semi-groupe d’Ornstein–Uhlenbeck est le flot du gradient de
l’entropie relative ; (b) l’espace de Poisson a une courbure de Ricci entropique minorée par 1 ;
(c) W satisfait une inégalité HWI.
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1. Introduction

The theory of optimal transportation, and in particular the Wasserstein geometry,
plays a prominent role in the study of the geometry of metric measure spaces and
of functional inequalities on them. For instance, the seminal contributions [Stu06,
LV09, AGS14b] establish a synthetic theory of Ricci curvature lower bounds for metric
measure spaces, subsuming and extending the classical theory on smooth Riemannian
manifolds; see, for instance, [Vil09, Part III] for a broad introduction to this topic.

Later developments extend this approach to various settings, including finite spaces
equipped with a discrete distance. In this case, [Maa11, Mie13] provide a fundamental
intuition regarding the generalization of the Benamou–Brenier dynamical formulation
of the W2 transport distance to discrete spaces, where there is no geodesic associated
with W2.

Following the above line of research, in this paper we develop a Wasserstein geom-
etry on configuration spaces, which are prototypical infinite-dimensional non-local
spaces. In particular, our work establishes that the configuration space equipped with
the Poisson measure has Ricci curvature bounded from below by 1, in a synthetic
sense.

1.1. Main results. — The configuration space Υ over a metric space X is the set
of non-negative Borel measures on X that are integer-valued on bounded sets. Pro-
vided X is equipped with a σ-finite measure m, the Poisson measure π with inten-
sity m, e.g. [LP18, Ch. 3], is a canonical reference probability measure on Υ . In this
paper, we construct a distance W on P1(Υ ), the space of probability measures over Υ
with finite first moment (see Section 2.4 for definitions). The geometric properties of
(P1(Υ ),W) account for synthetic Ricci-curvature lower bounds associated with (Υ, π).
To state our result, we consider the Ornstein–Uhlenbeck semi-group P = {Pt : t ⩾ 0}
which plays the role of the heat semi-group in our setting, as well as its dual semi-
group P⋆ = {P⋆

t : t ⩾ 0} acting on measures (see Section 3 for definitions and
details). Let us also write H( · | π) for the relative entropy with respect to π, and
DomH := {µ ∈ P(Υ ) : H(µ | π) <∞}.

Theorem. — The distance W satisfies the following properties:
– (Theorem 5.15) the space (P1(Υ ),W) is a complete geodesic extended-metric

space.
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– (Theorem 5.17) W satisfies the Talagrand inequality

W2(µ, π) ⩽ H(µ | π), µ ∈ P1(Υ ).

Furthermore, the non-extended metric space (DomH,W) captures the Ricci-
curvature lower bounds of (Υ, π) in the following sense:

– (Theorem 5.26) The dual semi-group P⋆ exponentially contracts W with rate 1:

W(P⋆
tµ0,P

⋆
tµ1) ⩽ e−tW(µ0, µ1), t ⩾ 0, µ0, µ1 ∈ DomH .

– (Theorem 5.27) The Ornstein–Uhlenbeck semi-group satisfies an Evolution Vari-
ation Inequality

(EVI) H(P⋆
sµ | π) + 1

2

d

ds
W2(P⋆

sµ, ξ) +
1

2
W2(P⋆

sµ, ξ) ⩽ H(ξ | π),

s ⩾ 0, µ, ξ ∈ DomH .

– (Theorem 5.28) The relative entropy is 1-geodesically convex on DomH with
respect to W.

– (Theorem 5.30) The relative entropy H, the distance W, and the Fisher infor-
mation I satisfy the HWI inequality

H(µ | π) ⩽ W(µ, π)
√

I(µ | π)− 1

2
W2(µ, π), µ ∈ DomH .

1.2. Summary of our construction. — We construct the distance W on P1(Υ ), the
space of all probability measures on Υ with locally finite intensity (see Definition 2.9
below). The discrete difference operator on functions F : Υ → R is

DF : Υ ×X ∋ (η, x) 7−→ DxF (η) := F (η + δx)− F (η),

and we denote by D⋆ its formal adjoint, called Skorokhod divergence.
On P1(Υ ), we consider a formal Riemannian structure induced by D⋆ and by the

Poisson measure π, together with the corresponding intrinsic distance à la Benamou–
Brenier. Precisely, for a curve µ = {µt : t ∈ [0, 1]} of absolutely continuous measures
with µt = ρtπ ∈ P1(Υ ), t ∈ [0, 1], and a curve of tangent vectors w = {wt : t ∈ [0, 1]}
with wt ∈ L1(π ⊗ m), we informally say that the pair (µ,w) is a solution to the
continuity equation if

(1.1) ∂tρt + D⋆(wtρ̂t) = 0, t ∈ [0, 1].

Here ρ̂t is a tangent vector built from ρt, accounting for the non-locality of D (see below
for precise definitions). We endow P1(Υ ) with the dynamical transport distance W

defined by

W2(µ0, µ1) = inf

∫ 1

0

∥wt∥2µt
dt, µ0, µ1 ∈ P1(Υ ),

where the infimum runs over all solutions (µ,w) to (1.1) with µ joining µ0 to µ1, and
where we let

∥w∥2µ :=

∫
|w(η, x)|2ρ̂(η, x)π(dη)m(dx).

J.É.P. — M., 2024, tome 11
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This distance W is extended, meaning that it may take the value +∞. However,
in view of the Talagrand inequality, it is finite on DomH. Restricting our attention to
the W-closure P∗

1 (Υ ) of the domain of the relative entropy, we see that (P∗
1 (Υ ),W)

is a complete non-extended geodesic space. We actually establish our functional in-
equalities on P∗

1 (Υ ).

1.3. Motivation. — Developing a theory of optimal transport in the setting of the
Poisson space (Υ, π), and understanding the curvature of this space from the point of
view of the theory of synthetic Ricci curvature bounds serve as our main guidelines.
Classically, the theory of synthetic Ricci curvature bounds comes in two flavors:

(i) The Bakry–Émery theory [BÉ85, BGL14], also referred to as the Eulerian for-
malism, is concerned with a Markov semi-group P = (Pt)t⩾0. This theory charac-
terizes Ricci-curvature lower bounds by a convexity-type inequality of the relative
entropy along the semi-group. For diffusion semi-groups, this convexity property is
a consequence of the celebrated sub-commutation inequality between the semi-group
and the associated carré du champ operator. In the case of the Poisson space, the
canonical Markov semi-group is the Ornstein–Uhlenbeck semi-group and it is known
that it satisfies a Bakry–Émery [Las16, Lem. 6]. Namely, we have that DPt = e−tPtD.
However, due to the non-diffusive nature of the Ornstein–Uhlenbeck semi-group on
the Poisson space, it is rather difficult to draw consequences of this property in this
case. Nevertheless, [Cha04] uses the Bakry–Émery commutation in order to derive a
modified logarithmic Sobolev inequality for the Poisson measure (first obtained by
[Wu00] with different methods).

(ii) The Lott–Sturm–Villani theory [Stu06, LV09, AGS14b], also referred to as the
Lagrangian formalism, is concerned with a metric measure space. It characterizes
Ricci-curvature lower bounds by a convexity-type inequality of the relative entropy
along the geodesics of optimal transport. Since there is no canonical distance on the
configuration space, this far-reaching theory simply does not apply. The absence of a
canonical distance is a typical feature of infinite-dimensional spaces.

Despite several works (see below) extending the Lagrangian side of the theory
for non-diffusive semi-groups or discrete spaces, a generalization of those techniques
to non-local infinite-dimensional spaces, such as the configuration space, have so far
remained out of reach. Our work tackles this issue and provides foundational tools for
the development of a Wasserstein geometry and theory of Ricci curvature bounds for
point processes on general state spaces with no assigned geometry.

On manifolds, the contraction of the heat semi-group with respect to the Wasser-
stein distance, the convexity of the relative entropy along Wasserstein geodesics,
and the EVI-gradient-flow formulation are all equivalent to having a Ricci curva-
ture bounded from below. In the present infinite-dimensional non-local setting, these
different properties are a priori not equivalent, and could lead to different notions
of Ricci curvature bound. We establish the Evolution Variational Inequality which
implies the contraction property and the convexity of the entropy. Thus, our result
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establishes Ricci curvature bounds in the strongest sense among all these possible
definitions. In the course of the proof we establish some of these weaker properties as
necessary lemmas with ad hoc methods.

In infinite-dimensional settings, canonical distances are typically extended: they
can assume the value +∞. In this case, the interplay between the metric properties,
probabilistic aspects of the semi-group and functional inequalities becomes more sub-
tle. [AES16] provides some insights towards a unification of these aspects in some
infinite-dimensional settings. However, the picture is still far from complete.

In non-local settings, several non-equivalent definitions, based on optimal trans-
port, of Ricci-curvature lower bounds coexist, for instance, [Oll09, GRST14, Sam22,
Maa11]. However, these notions are more adapted to finite-dimensional settings, such
as graphs.

1.4. Related works

1.4.1. Entropic Ricci curvature for Markov chains and jump processes

[Maa11, Mie13] and the subsequent works [EM12, FM16] initiated the study of
optimal transport and Ricci-curvature bounds for non-local operators. More precisely,
they construct a transport distance, based on a non-local continuity equation, and
study related functional inequalities for finite Markov chains. This approach is par-
tially generalized to jump processes on Rn in [Erb14].

In particular, the idea of using an analogue of the Benamou–Brenier formulation
involving a discrete continuity equation goes back to [Maa11], while our definition
of the Lagrangian, and the formulation of the continuity equation through a couple
(µ, ν) is an adaptation to the Poisson setting of the ones in [DNS09] generalizing
the Benamou–Brenier formula in a continuous setting, and in [Erb14] for jump pro-
cesses on Rd. In the case of finite Markov chains on some space E, [Maa11] shows
that the interior of P(E) endowed with W is a Riemannian manifold. In this spirit,
Corollary 5.20 identifies a non-trivial component of P1(Υ ) on which W is a complete
geodesic space. No such identification appears in [Erb14]. In particular, the work
[Erb14] does not exclude that the topology generated by W for jump processes is triv-
ial. Let us further note that Poisson random measures naturally appear in the study
of Lévy processes through their jump measures. It would therefore be interesting to
know whether the results of [Erb14] can be recast in our setting via this identification.

The recent work [PRST22] generalizes this non-local Benamou–Brenier approach
to rather general jump processes. However, the jump kernel of the Poisson process
does not satisfy [PRST22, Assumpt. (3.4)].

1.4.2. Other transportation costs for the configuration space. — [GHP21] studies opti-
mal transport, more specifically, transport-entropy inequalities on the Poisson space.
There, N. Gozlan, G. Peccati and the second author circumvent the lack of canoni-
cal cost by considering a non-linear generalization of the classical optimal transport
problem. This generalized optimal transport is fully theorized in [GRST17], and is
particularly well suited to study discrete spaces [GRST14]. One of their main result
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962 L. Dello Schiavo, R. Herry & K. Suzuki

[GHP21, Th. 1.2] is very close in spirit to our Talagrand inequality for W (Theo-
rem 5.17): they also obtain an upper bound of their transport cost M2 by the relative
entropy. However, at the time of writing, no dynamical Benamou–Brenier formula-
tion for the generalized optimal transport of [GRST17] exists, and a comparison of
those results seems out of reach. Whether the transport cost of [GHP21] satisfies a
displacement convexity inequality is an interesting question outside of the scope of
the current paper.

1.4.3. Other geometries on the configuration space. — The configuration space over a
Riemannian manifold X may be endowed with a differential geometry lifted from that
of the base Riemannian manifold. This geometry, defined and studied in [AKR98],
arises from the continuous difference operator

∇F : Υ ×X ∋ (η, x) 7−→ ∇z
∣∣
z=x

DzF (η),

and the associated Dirichlet form

E(F ) :=

∫
Υ

∫
X

∥∇ηF (x)∥2TxXη(dx)π(dη).

The corresponding dynamic is that of the second quantization of the heat semi-group
to the Poisson space [Sur84]; while the Ornstein–Uhlenbeck semi-group studied in this
paper corresponds to the second quantization of the semi-group Ptf = e−tf for all
f ∈ F (X) and t ⩾ 0. [RS99] proves that this geometry corresponds to that of the
extended metric measure space (Υ,W2), where W2 is the L2-Kantorovich–Rubinstein
transport distance with respect to the Riemannian distance. Following [EH15], this
geometry on Υ inherits both Ricci-curvature and Alexandrov-curvature lower bounds
from the base space. Two of the authors [DSS21, DSS22] have recently generalized
these results to a large class of metric measure spaces; while the third author also has
proved analogous curvature bounds [Suz23] in the setting of Dyson Brownian motion.

This geometry differs from the one we consider throughout the rest of the paper.
For instance, the process associated to this differential geometry is a diffusion process;
while the Ornstein–Uhlenbeck semi-group defines a jump process. Our analysis on the
Poisson space also holds without any geometric assumptions on the base space; while
[AKR98, EH15] require that the space is a manifold with some geometric assumptions.

1.4.4. Curvature of the Wiener space. — Together with Gaussian measures, Poisson
random measures are ubiquitous in probability theory. Among other common prop-
erties, they share the existence of an orthogonal system of “chaoses”. Consequently,
they admit a “differential calculus”, known as the Malliavin calculus, completely char-
acterized by their probabilistic properties. In particular, we expect the geometric and
functional-analytic results one can deduce from this differential calculus to be inde-
pendent of properties of the underlying space. In this regard, [FSS09] derives synthetic
Ricci-curvature lower bounds for infinite-dimensional Wiener spaces, equipped with a
Gaussian measure, that are as good as the finite-dimensional ones. Our result parallels
theirs on the configuration space, equipped with a Poisson measure. Let us however
highlight two fundamental differences:

J.É.P. — M., 2024, tome 11
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– The generator of the Ornstein–Uhlenbeck process on the Gaussian space is dif-
fusive; while our operator is purely non-local.

– The Wiener space comes naturally equipped with an extended distance, the
so-called Cameron–Martin distance, while their is no canonical distance on the con-
figuration space.

1.5. Outline of the paper. — Throughout the paper, we let X be a complete and
separable metric space. Section 2 recalls the necessary definitions regarding the con-
figuration space Υ over X, and establishes some topological results regarding the
topology of point processes. Of particular importance, we define the space P1(Υ )

of point processes with finite first moment and we endow it with a Polish topology
(Theorem 2.11). We show that mapping a point process in P1(Υ ) to its reduced Camp-
bell measure is a homeomorphism (Theorem 2.10). In Section 3, we recall definitions
regarding the Ornstein–Uhlenbeck semi-group P as well as the difference operator D

and their interactions with the relative entropy H and the Fisher information I.
In Section 4, we give a precise formulation to the continuity equation (1.1). We show

(Proposition 4.3) that the Ornstein–Uhlenbeck evolution is a solution to the continuity
equation, and that every solution has a continuous representative (Theorem 4.10).
We also obtain a closed formula for the entropy production along solutions to the
continuity equations (Theorem 4.12).

In Section 5.1, we define and study the Lagrangian L and the action A that are
necessary to obtain our transport distance W. We also study an entropic regulariza-
tion Jε of W, that is of independent interest. We first state several properties of the
Lagrangian (Lemmas 5.1, 5.2 and 5.5) necessary to apply the direct method of the
calculus of variations in order to prove existence of minimizing curves. We also estab-
lish in Lemma 5.4 that the action of the Ornstein–Uhlenbeck semi-group contracts
the Lagrangian. We then define the action A and verify the existence of minimiz-
ers in the infimum. In that regard, we establish the compactness of sub-level sets in
Lemma 5.9. After defining the extended distance W, we summarize its main properties
in Theorem 5.15.

In Section 5.2, we show that W is finite on the domain of H. The main tool is
the Talagrand inequality (Theorem 5.17) comparing W and H. We then establish in
Theorem 5.27 one of the main result of this work: on the domain of H the Ornstein–
Uhlenbeck semi-group is an EVI-gradient flow for the entropy. From this several im-
portant consequences follow, such as the geodesic convexity of the relative entropy in
Theorem 5.28 and the HWI inequality Theorem 5.30.

Acknowledgements. — The authors are grateful to two anonymous reviewers for they
useful remarks and comments and to Matthias Erbar for several useful conversations
on [Erb14]. They are also grateful to Masha Gordina, Takashi Kumagai, Laurent
Saloff-Coste, Karl-Theodor Sturm, and the Mathematisches Forschungsinstitut Ober-
wolfach (MFO) for organizing the workshop Heat Kernels, Stochastic Processes and
Functional Inequalities (2019), where the authors started discussing this work.
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2. Topological results for point processes

2.1. Topological preliminaries for spaces of functions and measures

Given a measure µ on some measurable space, we write |µ| for its variation; and
for a non-negative measurable or µ-integrable functions f , we write µ(f) =

∫
fdµ for

the integral of f with respect to µ. We say that a locally convex topological vector
space is complete if it is complete with respect to each of the seminorms defining its
locally convex topology.
2.1.1. The weak topology. — Given a topological space (E, τ), we write B(E) for
the Borel sets of E, and K(E) for the compact sets. We write Fb(E) for the set
of R-valued bounded Borel functions, and Cb(E) for those that are bounded and
continuous. We write P(E) for the set of all Borel probability, and Mb(E) for the
set of Borel finite signed measures on E. For B ∈ B(E) we define the evaluation
map ιB : λ 7→ λ(B) for every Borel measure λ. For F ∈ F (E), we also write ιF
whenever this is well-defined. For an event B ∈ B(E), we also write BB(E) for the
σ-algebra of events depending only on B. More precisely, BB(X) is the σ-algebra of
all B′ ∈ B(X) such that either B′ ⊂ B or X∖B ⊂ B′. The spaces Fb(E) and Cb(E)

are endowed with the uniform norm under which they are Banach spaces. Likewise,
P(E) and Mb(E) are always endowed with the weak topology, that is the initial
topology associated with ιF , F ∈ Cb(E).

We also use the superscript + to indicate a subset of non-negative functions or
measures. For instance, we write M+

b (E) for the cone of non-negative finite Borel
measures, F+(E) for the non-negative Borel functions.
2.1.2. The vague topology. — When (E, d) is a metric space, we write B0(E) for
the bounded measurable sets. We write F0(E) for the space of bounded measurable
functions that vanish outside of a bounded set, and C0(E) for those that are also
continuous.

Given a closed and bounded B ⊂ E, we write Cb,B(E) for the subspace of functions
f ∈ C0(E) vanishing outside of B; this set Cb,B(E) is equipped with the uniform
norm, under which it is a Banach space. The set C0(E) can be endowed with the
inductive-limit topology associated to the inclusions Cb,En

(E) → C0(E), where (En)

is any strictly increasing sequence of closed balls of E whose union covers E. Since,
for all n ∈ N, the topology induced on Cb,En

(E) by Cb,En+1
(E) coincides with that

of Cb,En(E), the inductive limit is strict, and by [Bou81, Prop. 9(iii), p. II.35], C0(E)

is complete. This topology is in general not metrizable. A sequence (fn) ⊂ C0(E)

converges to f for the inductive topology we just defined, provided there exists a
closed ball B such that the supports of all the fn’s are contained in B, and (fn)

converges to f in Cb,B(E). We endow the set F0(E) with a similar inductive-limit
topology. We also consider M0(E) the space of σ-finite signed Borel measures that
are finite on bounded sets. The set M0(E) is endowed with the vague topology, that is
the initial topology associated with ιF , F ∈ C0(E). The importance of the inductive-
limit topology on C0(E) is highlighted by the fact that if Fn → F in C0(E), then
ν(Fn) → ν(F ) for all ν ∈ M0(E).
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Remark 2.1. — All the objects associated with a metric space (E, d) as above depend
on the metric structure of d and not only on the topology generated by d. For instance,
d and d ∧ 1 generate the same topology. However, every set is bounded with respect
to d ∧ 1.

2.1.3. Topological properties of the weak and vague topology. — Let us recall some
fundamental results regarding the topology of the spaces of measures we consider.

Theorem 2.2. — Assume either that (E, τ) is a Polish space (for statements regard-
ing the weak topology); or that (E, d) is a complete and separable metric space (for
statements regarding the vague topology). Then:

(i) The weak topology on M+
b (E), resp. the vague topology on M+

0 (E), is induced
by that of the simple convergence on a countable set of Cb(E), resp. C0(E). Namely,
there exists (hk) ⊂ Cb(E), resp. C0(E), such that the weak topology on M+

b (E),
resp. the vague topology on M+

0 (E), is the locally convex topology generated by the
seminorms

µ 7−→ |µ(hk)|, k ∈ N.
Furthermore, the spaces P(E), M+

b (E), and M+
0 (E) are Polish.

(ii) A set ∆ ⊂ M0(E) is vaguely relatively sequentially compact if and only if both
of the following conditions hold:

∀B ∈ B0(E) sup
µ∈∆

|µ|(B) <∞;(2.1a)

∀B ∈ B0(E) ∀ε > 0 ∃Kε ∈ K(E) : sup
µ∈∆

|µ|(B ∖Kε) ⩽ ε.(2.1b)

A set ∆ ⊂ Mb(E) is weakly relatively sequentially compact if and only if (2.1a)
and (2.1b) hold with B = E.

Proof
(i) [Par67, Th. 6.2, 6.5, & 6.6] for the case of P(E) with (E, τ) Polish. The case

of M+
b (E) is treated similarly. Now, assume that (E, d) is complete and separable.

Then it is also Polish, thus, by the previous case, we can find a countable family
(gk) ⊂ Cb(E) that induces the weak topology on M+

b (E). We fix a point o ∈ X, and
we consider a sequence (fk) ⊂ C0(E) such that 1B(o,k) ⩽ fk ⩽ 1B(o,k+1). We take (hk)

an enumeration of {fjgi : j, i ∈ N}. Then

ρ(µ, µ′) :=
∑
k∈N

2−k

∣∣∣∣∫ hkd(µ− µ′)

∣∣∣∣,
is a distance metrizing the vague topology on M+

0 (E), and it is complete.
(ii) See [Bog07, Th. 8.6.2]. □

2.2. Point processes, intensity measures, Campbell measures, & Laplace transforms

Let (X, d) be a complete and separable metric space equipped with m ∈ M+
0 (X).

We write Υ = Υ (X) for the space of configurations over X, that is the N0∪{∞}-valued
Borel measures on X that are finite on every bounded set.
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Lemma 2.3 (e.g. [GHP21, Lem. 2.1]). — The set Υ is closed in M+
0 (X). In particular,

it is a Polish space.

A point process µ is any element of P(Υ ). Fix a point process µ. We write Iµ for
the intensity measure of µ, that is

Iµ(B) := µ(ιB) =

∫
η(B)µ(dη), B ∈ B(X).

The reduced Campbell measure is the measure on Υ ×X given by

Cµ(F ) :=

∫∫
1F (η − δx, x)η(dx)µ(dη), F ∈ B(Υ ×X).

It is a well-known fact in the theory of point processes that µ is a Poisson point
process (with intensity Iµ) if and only if Cµ = µ⊗ Iµ. This relation is a rewriting of
the Mecke formula [LP18, Th. 4.5] (here only for m = 1)

(2.2)
∫∫

F (η − δx, x)η(dx)π(dη) =

∫∫
F (η, x)π(dη)m(dx), F ∈ Bb(Υ ×X).

When µ is a Poisson point process, for all probability densities f ∈ L1(µ), we have
that

(2.3) dCfµ

d(fµ⊗ Ifµ)
(η, x) =

f(η + δx)∫
Υ
f(γ + δx)µ(dγ)

, η ∈ Υ, x ∈ X.

However, for a generic point process µ, the Campbell measure Cµ is not absolutely
continuous with respect to µ ⊗ Iµ, see for instance, [OS16] for an explicit counter-
example.

Finally, the Laplace transform of µ is the map

Λµ(h) :=

∫
exp(−η(h))µ(dη), h ∈ C+

0 (X).

2.3. The weak convergence on P(Υ ). — We define G as the (algebraic) linear span
of functions of the form

e−ιh : µ 7−→ e−µ(h)

for some h ∈ F+
0 (X). Set S := G ∩Cb(Υ ). Let us recall the following characterization

of the weak convergence on P(Υ ).

Theorem 2.4. — The space P(Υ ) is Polish. Moreover, for all (µn) ⊂ P(Υ ) and
µ ∈ P(Υ ). Then,

(2.4)

[
µn

P(Υ )−−−−→
n→∞

µ
]

⇐⇒
[
µn(F ) −→ µ(F ), F ∈ S

]
⇐⇒

[
Λµn

(h) −→ Λµ(h), h ∈ C+
0 (X)

]
.

Proof. — All the direct implications follow from definitions. Indeed we have{
e−ιh : h ∈ C+

0 (X)
}
⊂ S ⊂ Cb(X).

By definition, the set Cb(X) is the one used to test the P(Υ )-convergence. The fact
that convergence of the Laplace transform implies convergence in P(Υ ) follows from
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[Kal17, Th. 4.11]. There, the theorem is stated for random configurations (ξn) and ξ,
which, in our notation would have respective laws (µn) and µ. The notation ĈS there
corresponds in our notation to C+

0 (X) (see the beginning of [Kal17, Ch. 4]). □

In general, there exists no countable set D ⊂ S convergence-determining for the
weak topology on P(Υ ). We now provide a partial ansatz to this result. For λ ∈
M+

0 (X), the class Bλ
0 (X) of continuity sets for λ consists of the sets B ∈ B0(X)

such that λ(∂B) = 0. We then define

(2.5) Pλ(Υ ) := {µ ∈ P(Υ ) : continuity sets for λ are also continuity sets for Iµ}.

In particular, µ ∈ Pλ(Υ ) whenever Iµ ≪ λ.

Lemma 2.5. — Take λ ∈ M+
0 (X). There exists a countable set G λ ⊂ G such that the

trace topology of P(Υ ) on Pλ(Υ ) is induced by the topology of simple convergence
on G λ, namely it is induced by the seminorms

(2.6) µ 7−→ |µ(F )|, F ∈ G λ.

Remark 2.6. — We could also use Theorem 2.2 (i) to find a countable subset of Cb(Υ )

to construct the seminorms. However, we cannot use Cb(Υ ) in the definition of the
continuity equation (CET ) below.

Proof. — By [Kal17, Lem. 1.9(v)], Bλ
0 (X) is a dissecting ring in the sense of [Kal17,

p. 24]. By [Kal17, Lem. 1.9(i)], there exists a countable dissecting ring Iλ ⊂ Bλ
0 (X).

Let I λ be the set of simple, Iλ-measurable, Q ∩ [0, 1]-valued functions on X. In a
more prosaic way, I λ is the set of functions h of the form

h =

ℓ∑
i=1

qi1Bi
, ℓ ∈ N, (qi) ⊂ Q ∩ [0, 1], (Bi) ⊂ Iλ.

Then I λ is countable and we define:

G λ := {e−ιh : h ∈ I λ}.

Let us verify that G λ is an appropriate choice for the claim. Let (µn) ⊂ Pλ(Υ ) and
µ ∈ Pλ(Υ ). As a subset of the Polish space P(Υ ), the space Pλ(Υ ) is metrizable,
and in particular, second-countable. It is thus sufficient to verify that convergence of
(µn) with respect to the family of seminorms (2.6) is equivalent to weak convergence.
By construction, Iλ is a dissecting ring consisting of continuity sets of λ. If µn → µ

in P(Υ ), we get µn(F ) → µ(F ) for all F ∈ G λ, by [Kal17, Th. 4.11(iii)]. Conversely,
assume that µn(F ) → µ(F ) for all F ∈ G λ. Then the same holds for all F in the
closure G λ of G λ with respect to the uniform topology. For B ∈ Iλ, q ∈ Q ∩ [0, 1],
and r ∈ [0, 1], we have that

sup
η∈Υ

∣∣e−qη(B) − e−rη(B)
∣∣ = sup

n∈N

∣∣e−qn − e−rn
∣∣ −−−→

q→r
0.
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Together with the triangle inequality, this shows that G λ contains functions of the
form e−ιh for h a simple, Iλ-measurable, [0, 1]-valued function on Υ . By [Kal17,
Th. 4.11], µn → µ in P(Υ ). □

2.4. Locally integrable point processes. — Without further assumptions, Iµ is
merely a non-negative measure on X, not necessarily finite on bounded sets. This
motivates the following definition. We consider the set Cb,0(Υ ×X) of continuous and
bounded functions on Υ ×X that vanish outside of a set of the form Υ ×B for some
B ∈ B0(X). As for C0(X) or F0(X), the space Cb,0(Υ ×X) can be endowed with an
inductive-limit topology. More precisely, it is the strict inductive limit of the Banach
spaces Cb,Υ×B(Υ ×X) of continuous and bounded functions on Υ ×X vanishing out-
side of Υ × B for some closed bounded set B ⊂ X. Similarly to the vague topology,
we consider the set Mb,0(Υ ×X) of σ-finite signed Borel measures ν on Υ ×X such
that |ν|(Υ ×B) <∞ for all B ∈ B0(X). We equip it with the locally convex topology
induced by the seminorms

ν 7−→ |ν(F )|, F ∈ Cb,0(Υ ×X).

Theorem 2.2 also works for Mb,0(Υ ×X), when we take for “bounded sets” the sets
of the form Υ × B for some B ∈ B0(X). To see this we can consider the complete
and separable metric space E = Υ ×X endowed with a distance of the form d′ ⊕ d,
where d′ is any bounded distance on Υ that is complete and induces the topology of Υ .
Then, a set is bounded in E if and only if it is contained in Υ ×B for some B bounded
in X, and the topology of Mb,0(Υ ×X) we defined is the vague topology of M0(E).

Definition 2.7. — We say that a point process µ is locally integrable if Iµ ∈ M0(X).
We write P1(Υ ) for the set of all locally integrable point processes.

We now equip P1(Υ ) with a suitable topology. We say that F ∈ F (Υ ) has sublinear
growth, provided there exists c > 0 and h ∈ C0(X) such that:

|F (η)| ⩽ c(1 + η(h)), η ∈ Υ.

We write C1(Υ ) for the set of continuous functions with sublinear growth.

Remark 2.8. — We always have Cb(Υ ) ⊂ C1(Υ ) with a strict inclusion, since for all
h ∈ C0(X)∖{0}, ιh ∈ C1(Υ )∖Cb(Υ ). This is true even when X = {∗} is the one-point
space.

Definition 2.9. — We equip P1(Υ ) with the initial topology associated with the
mappings ιF , F ∈ C1(Υ ). In other words, it is the locally convex topology defined by
the family of semi-norms

µ 7−→ |µ(F )|, F ∈ C1(Υ ).

We now establish that the space P1(Υ ) with the above topology is Polish. A central
tool in proving so is the following property of the Campbell map.
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Theorem 2.10. — The map C : P1(Υ ) → M+
b,0(Υ ×X), µ 7→ Cµ is a homeomorphism

onto its image.

Proof. — We write I for the image of C. For all µ ∈ P1(Υ ) and B ∈ B0(X),
Cµ(Υ×B)=Iµ(B)<∞. Moreover, Cµ is always non-negative. Thus, I ⊂M+

b,0(Υ×X),
and the assertion is well-posed. In the rest of the proof, we write Υ ∗ := Υ ∖ {∅},
where ∅ is the empty configuration. By [Bou74, IX, p. 57, Prop. 1], the open set Υ ∗

is also Polish.

C is into. — Let µ and µ′ ∈ P1(Υ ) such that Cµ = Cµ′ . Let A ∈ B(Υ ), B ∈ B0(X),
and

u(η, x) =
1

η(B) + 1
1B(x) 1A(η + δx) η ∈ Υ, x ∈ X.

Then, we have that

Cµ(u) =

∫∫
B

u(η − δx, x)η(dx)µ(dη)

=

∫∫
1A(η)

1B(x)

η(B)
η(dx)µ(dη) = µ(A ∩ {η(B) > 0}).

LettingB ↗ X we get that µ(A) = µ′(A) for all A ∈ B(Υ ∗) by monotone convergence.
Thus µ and µ′ coincide as measures on Υ ∗ but since they are probability measures
on Υ , we have that

µ(∅) = 1− µ(Υ ∗) = µ′(∅).

Thus µ = µ′ on P1(Υ ).

C is continuous. — Take µo ∈ P1(Υ ) and ℓ ∈ N. For i = 1, . . . , ℓ, let ui ∈ Cb,0(Υ×X),
and εi > 0. We set

V :=
ℓ⋂

i=1

{
Cµ : µ ∈ P1(Υ ), |(Cµ − Cµo)(ui)| ⩽ εi

}
.

The set V is a neighbourhood in I of Cµo and the class of all sets V of this form
is a fundamental system of neighborhoods of Cµo

(for instance, [Bou69, II, pp. 2-4]).
Thus it suffices to show that C−1(V ) is a neighbourhood of µo. Now, since C is into,
we have that

C−1(V ) =
ℓ⋂

i=1

{
µ ∈ P1(Υ ) : |(Cµ − Cµo)(ui)| ⩽ εi

}
.

Let i = 1, . . . , ℓ. We set, for η ∈ Υ , Fi(η) :=
∫
ui(η − δx, x)η(dx). By Lemma 2.15

below, Fi ∈ C1(Υ ). Moreover,

(Cµ − Cµo)(ui) =

∫∫
ui(η − δx, x)η(dx)(µ− µo)(dη) = (µ− µo)(Fi).

Thus, we get

C−1(V ) =
ℓ⋂

i=1

{
µ ∈ P1(Υ ) : |(µ− µo)(Fi)| ⩽ εi

}
,

which, by definition of the topology on P1(Υ ), is a neighbourhood of µo in P1(Υ ).
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C−1 is continuous. — Since M+
b,0(Υ ×X) is Polish, it is sufficient to show that C−1

is sequentially continuous. Thus, let us consider (µn) ⊂ P1(Υ ) and µ ∈ P1(Υ ) such
that Cµn → Cµ in Mb,0(Υ ×X). Take h ∈ C0(X) with h ⩾ 0. We have the following
bound: ∣∣e−sη(h) − e−tη(h)

∣∣ ⩽ |s− t||η(h)|, s, t ∈ (0, 1), η ∈ Υ.

Since µ ∈ P1(Υ ) and h ∈ C0(X), we have that ιh ∈ L1(µ). Since, µ ∈ P1(Υ ),
by Lebesgue dominated convergence theorem, we find that the map (0, 1)∋ t 7→Λµ(th)

is differentiable with derivative given by:
d

dt
Λµ(th) = Cµ(ut),

where

ut(η, x) := −h(x)e−th(x) exp

(
−t

∫
hdη

)
, η ∈ Υ, x ∈ X, t ∈ (0, 1).

Now, observe that,

|Cµn
(ut)| =

∫
η(h)e−tη(h)µn(dη) ⩽ Iµn

(h) = Cµn
(1⊗ h).

The right-hand side is uniformly bounded with respect to n ∈ N since, by assumption
(Cµn

) converges in Mb,0(Υ × X) and 1 ⊗ h ∈ Cb,0(Υ × X). Thus, by dominated
convergence:

Λµn
(h) = 1 +

∫ 1

0

Cµn
(ut)dt −−−−→

n→∞
1 +

∫ 1

0

Cµ(ut)dt = Λµ(h).

Thus (µn) converges weakly to µ (Theorem 2.4). Take F ∈ C1(Υ ). By definition,
we can find h ∈ C0(X) such that |F | ⩽ c(ιh+1) for some c > 0. Now the convergence
of the Campbell measures implies the convergence of the intensity measures in M0(X).
Thus, by [Kal21, Lem. 5.11], we get that ιh is uniformly integrable with respect to (µn).
So that F is also uniformly integrable with respect to (µn). By the continuous mapping
theorem, F♯µn → F♯µ in distribution, together with uniform integrability, this gives
by [Kal21, Lem. 5.11], that µn(F ) → µ(F ). This shows that µn → µ in P1(Υ ). □

Now we turn to the proof of Polishness.

Theorem 2.11. — The space P1(Υ ) is Polish.

Proof. — It is sufficient to show that P1(Υ ) is homeomorphic to a Polish space
(for instance, [Bou74, IX, p. 58, Cor. 2]). Thus, in view of the previous theorem and
[Bou74, IX, p. 57, Prop. 1], it suffices to show that the image I of C in M+

b,0(Υ ×X)

is closed. Take (µn) ⊂ P1(Υ ) such that Cµn
→ σ ∈ M+

b,0(Υ ×X). By continuity of
the projection Υ × X → X, the sequence (Iµn) also converges to some measure in
M+

0 (X). This yields that ∆ := (Iµn
) is relatively compact, so that by Theorem 2.2 it

satisfies (2.1). Precisely, taking B ∈ B0(X), by (2.1b), we have that

inf
K∈K(X)

sup
n∈N

∫ (
η(B ∖K) ∧ 1

)
µn(dη) ⩽ inf

K∈K(X)
sup
n∈N

Iµn
(B ∖K) = 0;
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while, by (2.1a) and Markov’s inequality, we get that

sup
n∈N

µn(η(B) > r) ⩽
1

r
sup
n∈N

Iµn
(B) ⩽

c

r
.

The two previous equations show that the conditions of [Kal17, Th. 4.10] are satisfied
and thus up to extraction we can find µ ∈ P(Υ ) such that µn → µ in P(Υ ).

Now, let h ∈ C0(X). By [Kal21, Lem. 5.11], we get µ ∈ P1(Υ ) with

Iµ(h) ⩽ lim inf
n

Iµn
(h) <∞.

By definition, the map η 7→ η(h) is continuous. Thus, the set {η(h) + 1 ⩾ r} is a
closed set, for every r > 0, and the map

ur(η, x) := h(x)1{η(h)+1⩾r}, η ∈ Υ, x ∈ X,

is upper semi-continuous. By the Portmanteau theorem,

lim sup
n

∫
η(h) 1{η(h)⩾r}dµn ⩽ lim sup

n
Cµn

(ur) ⩽ σ(ur).

By dominated convergence, the right-hand side converges to 0 as r → ∞. In particular,
ιh is uniformly integrable with respect to (µn). By an argument similar to the one
used in the previous proof, we conclude that µn → µ in P1(Υ ). Since C is continuous
and Mb,0(Υ ×X) is Hausdorff, this shows that σ = Cµ. □

Actually in the previous proofs, we have established the two following results that
we extract here for convenience.

Proposition 2.12. — Let (µn)n∈N ⊂ P1(Υ ) and µ ∈ P(Υ ). Then, the following are
equivalent:

(i) µ ∈ P1(Υ ) and µn
P1(Υ )−−−−→
n→∞

µ.

(ii) Cµn

Mb,0(Υ×X)−−−−−−−−→
n→∞

Cµ.

(iii) µn
weakly−−−−→
n→∞

µ and Iµn

M0(X)−−−−→
n→∞

Iµ.

Proof. — The equivalence between (i) and (ii) follows from Theorem 2.10 since C
is a homeomorphism. We proved that (ii) implies (iii) implies (i) in the proof of the
continuity of C−1 in Theorem 2.10. □

Remark 2.13. — Take d1 (resp. d2) a distance that completely metrizes the topology
of P(Υ ) (resp. that of M+

0 (X)). In view of the above result the distance

d(µ, µ) := d1(µ, µ
′) + d2(Iµ, Iµ′), µ, µ′ ∈ P1(Υ ),

metrizes the topology of P1(Υ ). However, this distance may in general be not com-
plete.

Indeed, take X = {∗}, the one-point space. Then, Υ is identified with N0, and
M0(X) is identified with R. Let µn be the law of a random variable that takes the
value n with probability 1/n, and 0 with probability 1−1/n. Then µn → δ0 in P(N0)

so that (µn)n is Cauchy with respect to d1. Moreover, we have that Iµn
= 1 for all

J.É.P. — M., 2024, tome 11



972 L. Dello Schiavo, R. Herry & K. Suzuki

n ∈ N, so that (Iµn
)n is Cauchy with respect to d2. Thus, (µn)n is Cauchy with

respect to d. However, it does not converge in P1(N0), since Iδ0 = 0.

Proposition 2.14. — Let A ⊂ P1(Υ ). Then, the following are equivalent:

(i) A is relatively compact in P1(Υ );
(ii) A is relatively compact in P(Υ ) and, for all h ∈ C0(X), the map ιh is uni-

formly integrable with respect to A .

Proof. — Assume that A is relatively compact in P1(Υ ). Take a sequence in A .
Up to extraction it converges in P1(Υ ). Thus, by Proposition 2.12 (iii), it converges
weakly. This shows that A is weakly sequentially relatively compact, and thus rel-
atively compact in P(Υ ). The uniform integrability follows from [Kal21, Lem. 5.11]
together with Proposition 2.12 (iii).

Conversely, assume that A is weakly relatively compact and that we have the
uniform integrability condition. Then up to extraction every sequence in A weakly
converges, and by the uniform integrability and [Kal21, Lem. 5.11], we find that the
intensity measures also converge. By Proposition 2.12, we deduce that A is then
sequentially relatively compact in P1(Υ ), and thus it is relatively compact, since
P1(Υ ) is Polish by Theorem 2.11. □

Let us finish with the proof of the lemma used above.

Lemma 2.15. — If u ∈ Cb,0(Υ ×X), then

F : η 7−→
∫
u(η − δx, x)η(dx), η ∈ Υ,

satisfies F ∈ C1(Υ ).

Proof. — Without loss of generality, we assume that u⩾0. Indeed, for u∈Cb,0(Υ×X),
we also have that u+ and u− ∈ Cb,0(Υ ×X). Since u ∈ Cb,0(Υ ×X), there exists c > 0

and h ∈ C0(X) such that h ⩾ 0 and

u(η, x) ⩽ ch(x), η ∈ Υ, x ∈ X.

We have that

|F (ηn)− F (η)| ⩽ c

∣∣∣∣∫ h(x)(ηn − η)(dx)

∣∣∣∣+ ∫
|u(ηn − δx, x)− u(η − δx, x)|η(dx).

The first term vanishes as n → ∞, by definition of vague convergence. Since u

is continuous the integrand in the second term also vanishes and is dominated by
2ch ∈ L1(η). By dominated convergence, the corresponding integral also vanishes.
This shows that F is continuous. We also have that F (η) ⩽ cη(h) which shows that
F ∈ C1(Υ ). □

J.É.P. — M., 2024, tome 11



Wasserstein geometry and Ricci curvature bounds for Poisson spaces 973

3. Discrete operators and the Ornstein–Uhlenbeck dynamics

3.1. Mehler’s formula, difference operator, divergence of a function

We refer the reader to [Las16] for more details and proofs regarding objects intro-
duced in this section. For completeness, we provide short proofs of statement that we
could not locate in the literature. For η =

∑n
i=1 δxi

∈ Υ , with n ∈ N ∪ {∞} and the
xi’s in X, we define the s-thinning (s ∈ [0, 1]) of η as the random configuration

η(s) :=

n∑
i=1

εiδxi
,

where the (εi) is a family of independent Bernoulli variables with mean s. In particular,
η(1) = η, and η(0) = ∅, the empty configuration. See, for instance [LP18, Def. 5.7]
and below for more details on thinning.

Remark 3.1. — Even if our definition of thinning depends on a choice of a labeling
of the points of η, the law of η(s) is independent of this choice and we only deal with
properties in law in this paper.

We fix a Poisson point process π with intensity m ∈ M+
0 (X). For all π-integrable

F ∈ F (Υ ), we define the Ornstein–Uhlenbeck semi-group by

PtF (η) := E
[
F (η(e

−t) + ξt)
]
, η ∈ Υ, t ⩾ 0,

where η(s) is the s-thinning of η and ξt is distributed as a Poisson point process with
intensity (1− e−t)m and is independent of the thinning.

The family P = (Pt)t⩾0 is a Markov semi-group on L1(π). Moreover, it maps
bounded continuous functions to bounded continuous functions.

Proof of the continuity. — Fix t > 0 and F ∈ Cb(Υ). We show that PtF is also contin-
uous. Let (ηn) ⊂ Υ converging to some η ∈ Υ . Since Υ is metrizable by Lemma 2.3,
it suffices to show that

E
[
F (η(e

−t)
n + ξt)

]
−−−−−→
n→+∞

E
[
F (η(e

−t) + ξt)
]
, F ∈ Cb(Υ ).

In other words, we want to show that

η(e
−t)

n + ξt
law−−−−−→

n→+∞
η(e

−t) + ξt.

By independence of the Poisson process and the thinning and by the continuous
mapping theorem, it is equivalent to show the convergence in law of (η(e

−t)
n ) to η(e−t).

By Theorem 2.4, it suffices to show the convergence of the Laplace transform. In turn,
this follows from the explicit formula for the Laplace transform of the thinning. Indeed,
fix h ∈ C+

0 (X), and define

ht(x) := log
(
1− e−t(1− e−h(x))

)
, x ∈ X.

By [Kal17, Lem. 3.1(iv)],

E
[
exp

(
−
∫
hdη(e

−t)
n

)]
= exp

(∫
htdηn

)
.
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Now, since 1− e−t(1− e−h) > 1− e−t, ht is also continuous. Moreover, for all x ∈ X

such that h(x) = 0, we have ht(x) = 0. Thus, ht ∈ C0(X). By convergence of (ηn) in
P(Υ ), we find that

E
[
e−η(e−t)

n (h)
]
−−−−−→
n→+∞

exp

(∫
htdη

)
= E

[
e−η(e−t)(h)

]
,

which concludes the proof. □

For all point processes µ, we define by duality

P⋆
tµ(A) := µ(Pt1A), A ∈ B(Υ ), t ⩾ 0.

It is readily verified that this indeed defines a measure, cf. Lemma 3.2 below. If µ = ρπ,
then P⋆

tµ = (Ptρ)π for all t ⩾ 0. We also have that P⋆
t maps P1(Υ ) to P1(Υ ) for all

t > 0, and that

(3.1) P⋆
tµ

P1(Υ )−−−−→
t→0

µ, µ ∈ P1(Υ ).

Proof of (3.1). — Let η ∼ µ and h ∈ C0(X), and set ηt := η(e
−t). By [Kal17, Lem. 3.1],

we have that

(3.2) E[exp(−ηt(h))] = E
[
exp

(∫
log

(
1− e−t(1− e−h)

)
dη

)]
.

Since log
(
1− e−t(1− e−h)

)
⩽ (1 − e−h), by dominated convergence and [Kal17,

Th. 4.11], we get that law(ηt) → µ in P(Υ ). Similar computations show that
law(ξt) → δ∅ in P(Υ ). Thus, by continuity of the sum and the continuous mapping
theorem, we conclude that P⋆

tµ = law(ηt + ξt) → µ in P(Υ ). The Mehler formula
also implies that

(3.3) IP⋆
tµ
(h) = e−tIµ(h) + (1− e−t)m(h) −−−→

t→0
Iµ(h),

which concludes the proof in view of Proposition 2.12. □

For F ∈ F (Υ ) we write

DxF (η) := F (η + δx)− F (η), η ∈ Υ, x ∈ X,

and regard DF as the map

DF : Υ ×X ∋ (η, x) 7−→ DxF (η).

The difference operator and the semi-group satisfy a commutation relation à la Bakry–
Émery [Las16, Lem. 6]:

(BE) DPtF = e−tPtDF, F ∈ L2(π).

For all u ∈ L1(π ⊗m), we define a formal adjoint to D, namely the Skorokhod diver-
gence

D⋆u(η) :=

∫
u(η − δx, x)η(dx)−

∫
u(η, x)m(dx), η ∈ Υ.

By the Mecke formula, D⋆u ∈ L1(π).
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We further consider an extension of P⋆ acting on measures ν in Mb,0(Υ ×X), by
restriction of the action to the Υ -coordinate. We still denote this extension by P⋆, viz.

(P⋆
t ν)(A×B) :=

∫
(Pt1A)(η)1B(X) ν(dη dx), A ∈ B(Υ ), B ∈ B(X).

For completeness, we verify that P⋆
t ν indeed defines an element of Mb,0(Υ ×X).

Lemma 3.2. — Let ν ∈ Mb,0(Υ ×X). Then, for all t > 0, P⋆
t ν defines above extends

uniquely to an element P⋆
t ν ∈ Mb,0(Υ ×X).

Proof. — By definition P⋆ is linear, and resorting to the Hahn decomposition of ν,
it suffices to verify the statement for ν ∈ M+

b,0(Υ × X). In this case, P⋆
t ν is non-

negative, and, since Pt1 = 1, we have

P⋆
t ν(Υ ×B) = ν(Υ ×B) <∞.

On the other hand, let (An) ⊂ B(Υ ) and (Bn) ⊂ B(X) be disjoint. By monotone
convergence and linearity of Pt

P⋆
t ν(∪An ⊗ ∪Bk) = ν(Pt1∪An

⊗ 1∪Bk
) =

∑
n,k

P⋆
t ν(An ×Bk).

This shows that P⋆
t ν, as defined on rectangles of B(Υ ⊗ X), is countably additive.

By uniqueness of the Carathéodory extension, this concludes the proof. □

3.2. Sobolev spaces. — Due to its discrete nature, D does not give rise to a good
notion of smooth functions. As a partial substitute, let us define the Sobolev spaces
associated with D. For all F ∈ F (Υ ) and k ∈ N, we can define iteratively DkF ∈
F (Υ ×Xk). We can thus define the Sobolev spaces of order k ∈ N and p ∈ [1,∞] as
the set W k,p = W k,p(Υ ) containing all F ∈ Lp(π) such that Dk′

F ∈ Lp(π⊗m⊗k′
) for

all k′ ⩽ k. It is endowed with the norm

∥F∥k,p := ∥F∥Lp(π) +

k∑
k′=1

∥Dk′
F∥Lp(π⊗m⊗k′ ).

3.3. Generator of the Ornstein–Uhlenbeck semi-group. — The Markov generator
of P on L2(π) is the unbounded operator L with Dom L consisting of all the functions
F ∈ L2(π) such that the following limit exists

LF := L2(π)- lim
t→0

Pt − id

t
F.

By [Las16, Props. 3 & 4 and Th. 5], we have that Dom L = W 2,2; for F ∈ Dom L∩W 1,1,
we have the following representation

LF (η) = −D⋆DF (η) =

∫ (
F (η+δx)−F (η)

)
m(dx)−

∫ (
F (η)−F (η−δx)

)
η(dx), η ∈ Υ,

and the following integration by parts holds∫
F LG dπ = −

∫
DF DG d(π ⊗m), F ∈ W 1,2, G ∈ Dom L.(3.4)
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In view of the general theory of Dirichlet forms [MR92, Th. 2.20], we have the following
regularization property

(3.5) PtL
2(π) ⊂ Dom L, t > 0.

The inverse of L is defined for all F ∈ L2(π) such that
∫
Fdπ = 0 via [Las16, Th. 7]:

L−1F (η) := −
∫ ∞

0

PsF (η)ds.

3.4. Relative entropy. — Let π be the Poisson point process with intensity m, and µ
be a point process. The relative entropy of µ with respect to π is

H(µ | π) :=
∫
ρ log ρdπ if µ≪ π, ρ =

dµ

dπ
,

and H(µ|π)=∞ otherwise. We write DomH for the set of µ∈P(Υ ) with H(µ|π)<∞.
The following result recasts well-known properties of the relative entropy with respect
to the weak topology in the setting of P1(Υ ).

Lemma 3.3. — We have that DomH ⊂ P1(Υ ). Moreover, H( · | π) is lower semi-
continuous with respect to the P1(Υ )-topology and its sub-level sets are relatively
compact in P1(Υ ).

Proof. — Set θ(s) := s log s− s+1 for s ⩾ 0 and θ(s) := ∞ otherwise. We denote its
Legendre transform by

θ∗(t) := sup
s∈R

(
st− θ(s)

)
= et − 1, t ∈ R.

The functions θ and θ∗ are convex conjugate to each other, and a pair of Young
functions. We define, the Orlicz norm

∥F∥Lθ := sup

{∫
FGdπ :

∫
θ∗(|G|) ⩽ 1

}
, F ∈ F (Υ ).

Let µ = ρπ ∈ DomH and note that
∫
θ(ρ)dπ = H(µ | π). For r ∈ R and B ∈ B0(X)

set Fr(η) := η(B)1{η(B)>r}. In view of [KR61, Eq. (9.13), p. 73], we find that

(3.6)
∣∣∣∣∫ Frρdπ

∣∣∣∣ ⩽ ∥Fr∥Lθ∗
(
1 ∧H(µ | π)

)
.

On the one hand, by Fenchel’s inequality, we have that

(3.7) ∥Fr∥Lθ∗ ⩽ ∥F0∥Lθ∗ ⩽
∫

(eη(B) − 1)dπ + 1.

This quantity is finite in view of the exponential integrability of Poisson random
variables. The second inequality above shows that DomH ⊂ P1(Υ ). On the other
hand, by dominated convergence,∫

θ∗(aFr)dπ =

∫
1{aη(B)>r}(e

aη(B) − 1)π(dη) −−−→
r→∞

0, a > 0.
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In view of the equivalence of the Orlicz and the Luxembourg norms [KR61, Eq. (9.24),
p. 80], the latter convergence implies that

lim
r→∞

∥Fr∥Lθ∗ = 0.

Together with (3.6), this shows that the uniform integrability condition in Propo-
sition 2.14 is satisfied on sub-level sets of H( · | π). By [DZ10, Lem. 6.2.12], these
sub-level sets are also weakly relatively compact, thus we conclude they are relatively
compact in P1(Υ ) by Proposition 2.14. Since H( · |π) is weakly lower semi-continuous
(e.g. [DZ10, Lem. 6.2.13]) and since the P1(Υ )-topology is finer than the weak topol-
ogy, we get the lower semi-continuity. □

3.5. Fisher information. — The (modified) Fisher information of µ ∈ P(Υ ) is

I(µ | π) :=
∫

Dρ D log ρd(π ⊗m) if µ≪ π, ρ =
dµ

dπ
,

and I(µ | π) := ∞ otherwise. We write Dom I for the set of µ’s with I(µ | π) < ∞.
By convexity of θ, we have that (a− b)(log a− log b) = (a− b)(θ′(a)− θ′(b)) ⩾ 0 for
all a and b ∈ R. This shows that I(µ | π) is well-defined, although potentially ∞, for
all µ ∈ P(Υ ). The relative entropy and the Fisher information are related through
the modified logarithmic Sobolev inequality [Wu00, Cor. 2.2]:

(3.8) H(µ | π) ⩽ I(µ | π), µ ∈ P(Υ ).

Theorem 3.4. — The functional I( · | π) is lower semi-continuous on P1(Υ ).

Proof. — The lower semi-continuity of the Fisher information will follow from that
of similar functionals defined at the level of functions, by a uniform integrability
argument, as we now show.

Weak L1
loc lower semi-continuity. — Let L1

loc(π ⊗ m) be the space of (equivalence
classes of) Borel functions u : Υ ×X → R such that

∥u∥B :=

∫
Υ×B

|u|d(π ⊗m) <∞, B ∈ B0(X).

Equipped with the locally convex topology induced by the family of semi-norms ∥ · ∥B
with B ∈ B0(X), the space L1

loc(π⊗m) is a Fréchet space, and every continuous linear
functional on L1

loc(π ⊗m) is represented by some u ∈ L∞(π ⊗m) with u vanishing
outside of some B ∈ B0(X), see Lemma 6.1.

Let us define

ψ(s, t) :=

{(
log(s+ t)− log s

)
t, if s > 0, t > −s;

+∞, otherwise;
and

Iπ(ρ, u) :=

∫
Υ×X

ψ(ρ, u)d(π ⊗m), ρ ∈ L1(π), u ∈ L1
loc(π ⊗m);

Iπ,B(ρ, u) :=

∫
Υ×B

ψ(ρ, u)d(π ⊗m), ρ ∈ L1(π), u ∈ L1
loc(π ⊗m), B ∈ B0(X).
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We fix B ∈ B0(X) and we write mB for the restriction of m to B. Since π ⊗ mB

is a finite non-atomic measure, and since ψ ⩾ 0, by [Iof77, Th. 1] we find that Iπ,B

is lower semi-continuous with respect to the weak topology of L1(π) × L1(π ⊗mB).
By [Bou81, II, p. 53, Prop. 8], this weak topology is actually the product topology of
the weak topologies on L1(π) and L1(π ⊗mB).

Let (ρα) ⊂ L1(π) be a net weakly converging to ρ ∈ L1(π) and (uα) ⊂ L1
loc(π⊗m)

be a net weakly converging to u ∈ L1
loc(π⊗m). On the one hand, in view of Lemma 6.1,

we find that (uα1B) is a net converging weakly in L1(π ⊗mB) to u1B . On the other
hand,

lim inf
α

Iπ,B(ρα, uα) = lim inf
α

Iπ,B(ρα, uα1B) ⩾ Iπ,B(ρ, u1B) = Iπ,B(ρ, u).

Thus, by the lower semi-continuity established above, we find that Iπ,B is actually
lower semi-continuous with respect to the weak topology on L1(π)× L1

loc(π ⊗m).
Since ψ ⩾ 0, the functional B 7→ Iπ,B is monotone increasing. By monotone con-

vergence

sup
B∈B0(X)

Iπ,B = Iπ.(3.9)

Thus, as a supremum of lower semi-continuous functions, Iπ is also lower semi-
continuous with respect to the weak topology on L1(π)× L1

loc(π ⊗m).

P1(Υ )-lower semicontinuity. — Fix b ⩾ 0. We show that

Ab := {µ = ρπ ∈ P1(Υ ) : I(µ | π) ⩽ b}

is closed in P1(Υ ). In view of Theorem 2.11, it suffices to show that it is sequentially
closed. Consider (µn) ⊂ Ab, with µn = ρnπ, converging to some µ ∈ P1(Υ ). By (3.8)
and a theorem of La Vallée Poussin [DM75, Th. 22, p. 38], the set Ab is uniformly
integrable when regarded as a subset of L1(π). Hence, by the Dunford–Pettis theorem
[DM75, Th. 25, p. 43], the family (ρn) is weakly relatively compact in L1(π). Since
(µn) converges to µ in P1(Υ ), we thus find that there exists ρ ∈ L1(π) with µ = ρπ

and (ρn) converges to ρ weakly in L1(π).
Let v ∈ L∞(π ⊗m) such that there exists B ∈ B0(X) with v = 0 π ⊗m-almost

everywhere outside of Υ × B. Take h ∈ C0(X) such that 0 ⩽ h ⩽ 1 and h = 1 on B.
In view of Proposition 2.14, we find that (ιhρn) is uniformly integrable in L1(π).
By Dunford–Pettis theorem, the sequence (ιhρn) converges weakly in L1(π) to (ιhρ).
By the Mecke formula, we get that∫

Υ×X

vDρnd(π ⊗m) =

∫
Υ

[∫
B

v(η − δx, x)η(dx)−
∫
B

v(η, x)m(dx)

]
ρn(η)π(dη)

=

∫
Υ

Fιhρndπ −
∫
Υ

Gρndπ,
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where

F (η) =

∫
B

v(η − δx, x)

η(h)
η(dx) ⩽ ∥v∥L∞(π⊗m),

G(η) =

∫
B

v(η, x)m(dx) ⩽ m(B)∥v∥L∞(π⊗m).

Thus, both F and G ∈ L∞(π). By the weak convergence of (ρn)n and (ιhρn)n, we thus
find that (Dρn)n converges weakly in L1

loc(π ⊗m).
By weak lower semi-continuity of Iπ on L1(π)×L1

loc(π⊗m) established in the first
part of the proof,

I(µ | π) = Iπ(ρ,Dρ) ⩽ lim inf
n

Iπ(ρn,Dρn) = lim inf
n

I(µn | π) ⩽ b.

This shows that µ ∈ Ab and concludes the proof. □

By Jensen’s inequality both H( · | π) and I( · | π) are decreasing along the dual
Ornstein–Uhlenbeck semi-group. In particular, both DomH and Dom I are stable
under the action of P⋆. For local Dirichlet forms, in a quite general setting, the semi-
group maps L2 densities to the domain of the Fisher information. In our non-local
setting, similar results are not available. Thus, we carry out ad hoc computations
owing to the explicit formula of the Dirichlet form in the Poisson setting.

Theorem 3.5. — Let µ ∈ DomH and t > 0.
(i) The Ornstein–Uhlenbeck semi-group is regularizing:

(3.10) P⋆
tµ ∈ Dom I .

(ii) The Fisher information controls the entropy production along the Ornstein–
Uhlenbeck semi-group:

(3.11) H(P⋆
tµ | π) = H(µ | π)−

∫ t

0

I(P⋆
sµ | π)ds.

(iii) The Ornstein–Uhlenbeck semi-group converges exponentially fast to equilib-
rium:

(3.12) H(P⋆
tµ | π) ⩽ e−t H(µ | π).

Remark 3.6. — (i) and (ii) are the usual de Bruijn’s identity. They are classical for
diffusions. See, for instance, [BGL14, Prop. 5.2.2] or [AGS14a, Th. 4.16]. We provide
a proof for Poisson processes, for completeness.

Proof
(i) and (ii) Assume first that ρ ∈ L2(π). As before, write θ(s) := s log s− s+1, for

s ⩾ 0 and θ(s) := ∞ otherwise. For all k ∈ N, set

(3.13) θk(s) :=

∫ s

1

k ∧ log r ∨ (−k)dr, s ⩾ 0,

and θk(s) := ∞ otherwise. Then, (θk) is an increasing sequence of Lipschitz functions
converging to θ. Let t > 0, by (3.5), Ptρ ∈ Dom L. Since θ′k is Lipschitz, we also find

J.É.P. — M., 2024, tome 11



980 L. Dello Schiavo, R. Herry & K. Suzuki

that θ′k(Ptρ) is in the domain of the Dirichlet form corresponding to L, e.g. [BH91,
Prop. 3.3.1, p. 14]. Thus,∫

θk(ρ)dπ −
∫
θk(Ptρ)dπ = −

∫ t

0

∫
θ′k(Ptρ)LPtρdπdt =

∫ t

0

∫
Dθ′k(Ptρ)DPtρdπdm.

As k → ∞, by monotone convergence, the left-hand side converges to H(P⋆
tµ | π) −

H(µ |π). Now, we claim that the right-hand side is also monotone. First, by convexity
of θk, we find that the integrand on the right-hand side is non-negative. Differentiating
twice yields that θk+1 − θk is convex. It thus follows, that

(3.14) (θ′k+1(s)− θ′k+1(r))(s− r) ⩾ (θ′k(s)− θ′k(r))(s− r), s, r ⩾ 0.

The above formula is the monotonicity of the integrand. We obtain (3.11) by monotone
convergence. This also gives (3.10) for almost every t. We conclude it holds for every t
by continuity.

Now we only assume that µ = ρπ ∈ DomH For k ∈ N, let µk := (ρ ∧ k)π/Zk,
where Zk is a normalization constant. We explicitly compute

I(P⋆
tµk | π) = 1

Zk

∫
D(Ptρ ∧ k)Dθ′k(Ptρ)dπdm.

Similarly to (3.14), we have for s and r ⩾ 0:

(log(s ∧ (k + 1))− log(r ∧ (k + 1)))(s ∧ (k + 1)− r ∧ (k + 1))

⩾ (log(s ∧ k)− log(r ∧ k))(s ∧ k − r ∧ k).

By the previous argument for L2(π)-densities, we get that

H(P⋆
tµk | π)−H(µk | π) =

∫ t

0

I(P⋆
sµk | π)ds.

Since Zk → 1, we conclude by monotone convergence taking k → ∞.
(iii) follows by Grönwall lemma together with (ii) and (3.8). □

Remark 3.7. — The statement above and its proof can be immediately extended to
functions rather than probability measures. For ρ ∈ L1(π), write

Hπ(ρ) :=

∫
ρ log ρdπ −

∫
ρdπ log

∫
ρdπ;

Iπ(ρ) :=

∫
DρD log ρdπdm.

If Hπ(ρ) <∞, then
d

dt
Hπ(Ptρ) = − Iπ(Ptρ), t > 0.

4. Continuity equation

In order to construct a Riemannian distance, we first present a notion of infini-
tesimal variation of a curve µ = (µt) ⊂ P1(Υ ). Informally, the variation is obtained
through a weak formulation of the discrete continuity equation (1.1). In order to give
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a more rigorous definition let us recall that we write S for the algebraic linear span
of functions of the form e−ιh , h ∈ C+

0 (X).
For T > 0, we say that

µ = (µt) ∈ F ([0, T ],P(Υ )) and ν = (νt) ∈ F ([0, T ],Mb,0(Υ ×X))

solve the continuity equation on [0, T ] provided

(CET ) 0 =

∫ T

0

φ̇(t)

∫
Gdµtdt+

∫ T

0

φ(t)

∫
DGdνtdt, G ∈ S , φ ∈ C∞

c ((0, T )),

and

(4.1)
∫
[0,T ]

|νt|(Υ ×B)dt <∞, B ∈ B0(X).

Here, and in all the paper, φ̇ indicates a time derivative, and we identify ν with a
measure on Υ ×X × [0, 1], by

ν(dηdxdt) =

∫
νt(dηdx)dt.

With this identification, (4.1) can be written ν ∈ Mb,0(Υ × X × [0, T ]). Informally,
we can say that ν is tangent to the curve µ.

Remark 4.1. — Contrary to (1.1), the curve ν does not depend explicitly on µ. When
constructing the distance in Section 5.1, the action functional will automatically select
solutions of a particular form.

Let us start with the following stability property for solutions to the continuity
equation.

Lemma 4.2. — Let (µn, νn) be a sequence of solutions to the continuity equation.
Assume that there exist µ ∈ F ([0, T ],P(Υ )) and ν = νtdt ∈ Mb,0(Υ × X × [0, T ])

such that 
µn,t

P(Υ )−−−−→
n→∞

µt, a.e. t ∈ [0, T ],

νn
Mb,0(Υ×X×[0,T ])−−−−−−−−−−−−→

n→∞
ν.

Then, (µ, ν) is a solution to the continuity equation.

Proof. — The convergence of the first term in the right-hand side of (CET ) follows
from the assumption on (µn) together with the dominated convergence theorem. The
convergence of the second term in the right-hand side of (4.1) and (CET ) follow
directly from the assumptions on (νn). □
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4.1. Examples of solutions to the continuity equation. — We start with an impor-
tant example of solutions to the continuity equation built from the dual Ornstein–
Uhlenbeck semi-group.

Proposition 4.3. — Let µ0 := ρ0π ∈ P1(Υ ). For all t ⩾ 0, set

µt := P⋆
tµ0 = Ptρ0π, νt := −DPtρ0 d(π ⊗m).

Then (µ, ν) is a solution to the continuity equation.

Proof. — Since µ0 ∈ P1(Υ ), by the Mecke identity we have that

(4.2)
∫
Υ

∫
B

ρ0(η + δx)m(dx)π(dη) = Iµ0
(B) <∞, B ∈ B0(X).

Thus,∫ T

0

|νt|(Υ ×B) dt =

∫ T

0

∫
Υ

∫
B

|DPtρ0|dm dπ dt ⩽
∫ T

0

(
Iµt

(B) +m(B)
)
dt.

The right-hand side is finite by (3.3). This shows that ν satisfies (4.1).
Let φ ∈ C∞

c ((0, T )) and G ∈ S . We compute∫ T

0

φ̇(t)

∫
Gdµtdt =

∫ T

0

φ̇(t)

∫
PtG dµ0 dt (by symmetry of P w.r.t. π)

= −
∫ T

0

φ(t)

∫
d

dt
PtG dµ0 dt (by integration by parts w.r.t t)

= −
∫ T

0

φ(t)

∫
PtLG dµ0 dt (by definition of the generator)

= −
∫ ∫ T

0

∫
LGPtρ0dπ (by symmetry of Pt w.r.t. π)

=

∫ T

0

φ(t)

∫∫
DGDPtρ0 dπ dm dt (by (3.4)).

This shows that (µ, ν) is indeed a solution to the continuity equation and concludes
the proof. □

The Ornstein–Uhlenbeck flow also preserves solutions of the continuity equation in
the following sense.

Proposition 4.4. — Let ε > 0. Assume that (µ, ν) is a solution to the continuity
equation. Consider the measures given for all t ∈ [0, T ] by

µε
t := P⋆

εµt, νεt := e−εP⋆
ενt.

Then (µε, νε) is also a solution to the continuity equation.

Proof. — Let φ ∈ C∞
c and G ∈ S . Then, PεG ∈ S . Indeed, on the one hand, as

recalled in Section 3.1, P preserves Cb(Υ ). On the other hand, by [Kal17, Lem. 3.1],

J.É.P. — M., 2024, tome 11



Wasserstein geometry and Ricci curvature bounds for Poisson spaces 983

Laplace transforms of thinnings and Poisson processes are explicitly known, thus with
G := e−ιh for some h ∈ F+

0 (X), and

ht := log
1

1− e−t(1− e−h)
,

ct,h := exp

(
−(1− e−t)

∫
(1− e−h)dµ

)
,

we find the explicit expression

PtG(η) = E
[
exp

(
−(e−t · η + ξt)

)]
= ct,he

−η(ht).

This shows P preserves also G , and thus also S = G ∩ Cb(Υ ). By (CET ) for (µ, ν)

0 =

∫ T

0

φ̇t

∫
PεGdµtdt+

∫ T

0

φt

∫
DPεGdνtdt.

We conclude (CET ) for (µε, νε), since, by (BE), DPεG = e−εPεDG.
Since P⋆ acts on ν only on the first coordinate, if ν satisfies (4.1) so does P⋆

εν. □

Solutions to the continuity equation are also invariant under time reparametriza-
tion.

Lemma 4.5 ([AGS08, Lem. 8.1.3]). — Consider a strictly increasing and absolutely
continuous function λ : [0, T ′] → [0, T ], such that its inverse is also absolutely contin-
uous. Then (µ, ν) solves (CET ) if and only if (µ ◦ λ, λ′ · ν ◦ λ) solves the continuity
equation on (0, T ′).

4.2. Extending the notion of solutions. — Let H be the space of all G ∈ Fb(Υ )

such that DG ∈ Fb,0(Υ×X). (CET ) makes sense for every F ∈ H . In particular, it is
possible to define another notion of solution to the continuity equation by replacing S

by H in (CET ). The goal of this section is to shows that this yields the same notion
of solution.

4.2.1. The algebra of local sets in Υ . — Let B ∈ B0(X) be closed. We write AB(Υ )

for the set of all A ∈ B(Υ ) such that

∀x ∈ X ∖B η ∈ A ⇐⇒ η + δx ∈ A.

It is easily verified that AB(Υ ) is a sub-σ-algebra of B(Υ ) and that F is AB(Υ )-
measurable if and only if DF vanishes outside of Υ ×B. Let ΥB be the set of configu-
rations supported in B. Since B is closed, ΥB is a closed subset of Υ , by the Portman-
teau theorem, and thus it is a Polish space. We shall need the following lemma. Let
BB(Υ ) = σ(ιB′ : B′ ∈ BB(X)), and write prB : Υ → ΥB for the canonical projection.

Lemma 4.6. — The following σ-algebras coincide

BB(Υ ) = AB(Υ ) = pr−1
B B(ΥB).
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Proof. — Let B′ ∈ BB(X). Since ιB′ is AB(Υ )-measurable, we find that BB(Υ ) ⊂
AB(Υ ). On the other hand, B(Υ ) is generated by all sets of the form

(4.3) {η(C1) = k1, . . . , η(Cℓ) = kℓ}, ℓ ∈ N, (Ci) ∈ B0(X)ℓ, (ki) ∈ Nℓ.

Since AB(Υ ) is a sub-σ-algebra of B(Υ ), it is generated by those sets in (4.3) that are
also in AB(Υ ). It is readily verified that every set A as in (4.3) satisfies A ∈ AB(Υ )

if and only if Ci ⊂ B for all i. Thus AB(Υ ) ⊂ pr−1
B B(Υ ). The fact that BB(Υ ) and

pr−1
B B(Υ ) coincide is standard. □

Finally, let us define the algebra

A(Υ ) := ∪BAB(Υ ).

The reader can easily verify that A(Υ ) is an algebra but in general not a σ-algebra.
We have that H is the set of F ∈ Fb(Υ ) that are also A(Υ )-measurable.

4.2.2. The topology of H and C 1
T (H ). — For all closed B ∈ B0(X), we write HB

for the space of G ∈ H , such that DG = 0 outside of Υ × B. Alternatively, HB is
the set of F ∈ Fb(Υ ) that are AB(Υ )-measurable. The space HB is a Banach space
for the norm

∥G∥HB
:= ∥G∥Fb(Υ ) + ∥DG∥Fb(Υ×X).

The topology on H is the strict inductive limit in n ∈ N of the Banach spaces
Hn = HB(o,n), for any fixed o ∈ X. By [Bou81, Prop. 9(iii), p. II.34], H is complete.
We consider the space C 1

c ((0, T ),H ) of continuously differentiable and compactly
supported functions F : (0, T ) → H . In order to equip C 1

c ((0, T ),H ) with a suit-
able topology let us introduce some notation. Given a locally convex linear space E,
we write C 1

T (E) = C 1
c ((0, T ), E), and, for n ∈ N, C 1

T,n(E) for the space of those
functions F that are supported on [1/n, T − 1/n]. We omit E from the notation
when E = R. For all k and n ∈ N, the spaces C 1

T,k(Hn) are Banach spaces. We equip
C 1
T,k(H ) with the strict inductive-limit topology in n ∈ N and k fixed. Then, we equip

C 1
T (H ) with the strict inductive-limit topology in k ∈ N of the C 1

T,k(H ). This also
coincides with the strict inductive limit in n ∈ N of C 1

T,n.

Lemma 4.7. — The set H ⊗ C∞
c ((0, T )) is dense in C 1

T (H ).

Proof. — Let F ∈ C 1
T (H ) and ε > 0. There exists n ∈ N such that F ∈ C 1

T,n(Hn).
Since Hn ⊗ C 1

T,n is dense in C 1
T,n(Hn), there exists Fε ∈ Hn ⊗ C 1

T,n ⊂ H ⊗ C 1
T such

that
∥Fε − F∥n ⩽ ε.

Let p be a continuous semi-norm on C 1
T (H ). By the universal property of inductive

limits [Bou81, Prop. 5, p. II.29], there exists c > 0 such that

p(Fε − F ) ⩽ c∥Fε − F∥n ⩽ cε.

Thus H ⊗ C 1
T is dense in C 1

T (H ). We obtain that H ⊗ C∞
c ((0, T )) is dense by

mollification. □
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4.2.3. The continuity equation holds on C 1
T (H )

Proposition 4.8. — Let (µ, ν) be a solution to the continuity equation. Then,

(4.4)
∫ T

0

µt(Ḟt)dt+

∫ T

0

νt(DFt)dt = 0, F ∈ C 1
T (H ).

Proof. — Let (µ, ν) be a solution to the continuity equation. We split the proof in
two parts.

(4.4) holds for F = G ⊗ φ ∈ H ⊗ C∞
c ((0, T )). — Let B ∈ B0(X) closed. Write ĤB

for the space of functions G ∈ HB such that (CET ) holds for (µ, ν) when tested on
the space-time test function G⊗φ, for all φ ∈ C∞

c ((0, T )). Since (CET ) is linear with
respect to G, ĤB is a linear space containing constants.

Take (Gn) ⊂ ĤB converging uniformly to some G. Firstly, since HB is a Banach
space for the uniform convergence, G ∈ HB . Secondly, we have that Gn → G uni-
formly on Υ and DGn → DG uniformly on Υ ×B. Thus, applying (CET ) to Gn ⊗φ,
passing to the limit, and invoking Lebesgue dominated convergence theorem, we find
that G ⊗ φ solves (CET ). This shows that G ∈ ĤB , and that ĤB is closed under
uniform convergence.

Take (Gn) ⊂ ĤB an increasing and bounded sequence of non-negative functions.
Write G = limnGn. By monotone convergence, we get that∫ T

0

φ̇(t)µt(Gn)dt −−−−→
n→∞

∫ T

0

φ̇(t)µt(G)dt.

By (4.1) and definition of HB , |DGn⊗φ| ⩽ c1Υ×B×[0,T ] ∈ L1(ν). Thus, by dominated
convergence,

ν(DGn ⊗ φ) −−−−→
n→∞

ν(DG⊗ φ).

This shows that G ∈ ĤB , and that ĤB is stable under uniformly bounded monotone
convergence.

Thus, ĤB satisfies the assumptions of the monotone class theorem [DM75, Th. 21,
p. 20]. Let SB be the linear span of functions of the form e−ιh for h ∈ Cb,B(X).
By construction, SB ⊂ ĤB and SB is stable by multiplication. Thus, ĤB contains
all the bounded functions measurable with respect to the σ-algebra generated by SB .
An argument similar to that of [Las16, Lem. 2] shows that this σ-algebra contains all
the ιh for h ∈ Cb,B(X) and B′ ⊂ B. By Lemma 4.6, this σ-algebra is AB(Υ ). This
shows that ĤB = HB .

Take G ∈ H . By definition, there exists B ∈ B0(X) such that G ∈ HB . We con-
clude by the first part.

(4.4) holds for F ∈ C 1
T (H )

By Lemma 4.7, we can find (Fn) ⊂ H ⊗ C∞
c ((0, T )) converging to F in C 1

T (H ).
By the previous part of the proof, we have that

µ(Ḟn) + ν(Fn) = 0.
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By definition of the convergence on C 1
T (H ), we can apply dominated convergence to

conclude. □

4.3. Properties of the continuity equation. — In this section we obtain several
results concerning the evolution of certain quantities along the continuity equation.
All the results are a consequence of the following simple observation.

4.3.1. The intensity measure along the continuity equation

Theorem 4.9. — Let (µ, ν) be a solution to the continuity equation. Then, there exists
a set L ⊂ [0, T ] of full measure such that

Iµt
= Iµs

+

∫ t

s

νu(Υ × ·)du, s, t ∈ L.

The above result guarantees the following alternative:
– either µt ∈ P1(Υ ) for almost every t ∈ [0, 1];
– or there exists B ∈ B0(X) such that Iµt(B) = +∞ for almost every t ∈ [0, T ].

We say that that the solution (µ, ν) to the continuity is in P1(Υ ) provided the former
holds.

Proof of Theorem 4.9. — Let (hk) ⊂ C+
0 (X) given by Theorem 2.2 (i), and define

Bk := supphk ∈ B0(X) and Hk := ιhk
. Further let ε > 0, and set

Hk,ε(η) :=
1− e−εη(hk)

ε
, η ∈ Υ.

By constructionHk,ε is non-negative, bounded, and increasing as ε→ 0 to its limitHk.
Moreover,

(4.5) DxHk,ε(η) = e−εη(hk)
1− e−εhk(x)

ε
, η ∈ Υ, x ∈ X.

This shows that DHk,ε ∈ Fb,0(Υ ×X) is also non-negative and is, as ε→ 0, increasing
to its deterministic limit

DxHk(η) = hk(x), η ∈ Υ, x ∈ X.

In particular, Hk,ε ∈ H , and, by Proposition 4.8, we find that, for all φ ∈ C 1
c ((0, T )),

we have ∫ T

0

φ̇tµt(Hk,ε)dt = −
∫ T

0

φtνt(DHk,ε)dt.

This shows that the map t 7→ µt(Hk,ε) is a function in W 1,1(0, T ) with distributional
derivative

d

dt
µt(Hk,ε) = νt(DHk,ε).

Since every element of W 1,1(0, T ) admits an absolutely continuous representative,
there exists a set Lk,ε ⊂ [0, T ] of full measure such that

(4.6) µt(Hk,ε) = µs(Hk,ε) +

∫ t

s

νu(DHk,ε)du, s, t ∈ Lε.
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Letting ε→ 0, we obtain by monotone convergence that

µs(Hk,ε) −−−→
ε→0

Iµs(hk), s ∈ [0, T ].

In the above equation, the limit Iµs
(hk) could a priori assume the value +∞. On the

other hand, since DHk,ε ⩽ 1Υ ⊗ 1Bk
by (4.5), we find by dominated convergence

on Υ ×X that

(4.7) νs(DHk,ε) −−−→
ε→0

νs(1⊗ hk), s ∈ [0, T ].

Moreover, by monotonicity and non-negativity of DHk,ε, we have that

|νs(DHk,ε)| ⩽ |νs|(1⊗ hk).

Since by (4.1),
∫ T

0
|νs|(1⊗ hk)ds <∞, we can actually apply dominated convergence

on [0, T ] to pass to the limit in (4.6), and by considering only convergence along
a sequence εℓ → 0, one can find a set Lk ⊂ [0, T ] of full measure such that the
convergence holds on Lk and

Iµt(hk) = Iµs(hk) +

∫ t

s

νu(1⊗ hk)du, s, t ∈ Lk.

We conclude by defining the set of full measure L := ∩kLk. □

4.3.2. Existence of continuous representatives

Theorem 4.10. — Every solution (µ′, ν) to the continuity equation in P1(Υ ) admits
a unique representative (µ, ν) such that [0, T ] ∋ t 7→ µt ∈ P1(Υ ) is continuous.
Moreover, for all s, t ∈ [0, T ],

(4.8) µt(Ft)− µs(Fs) =

∫ t

s

(
µr(Ḟr) + νr(DFr)

)
dr, F ∈ C 1([0, T ],H ).

Proof. — The uniqueness part is immediate, since continuous functions coinciding
almost everywhere must coincide everywhere. Let L ⊂ [0, T ] be the set of full measure
given by Theorem 4.9, and take t0 ∈ [0, T ]. We consider the non-negative measure

λ(B) := Iµt0
(B) +

∫ T

0

|νs|(Υ ×B)ds, B ∈ B(X).

By construction, λ ∈ M+
0 (X). Thus, in view of Lemma 2.5 and Theorem 4.9, there

exists a countable set (Gk) = G λ ⊂ G such that on {µ′
t : t ∈ L} the topology of P(Υ )

is induced by that of the simple convergence on G λ. Since all the Gk’s are in G , by the
continuity equation, for each k ∈ N, we have t 7→ µt(Gk) ∈ W 1,1(0, T ) with distri-
butional derivative given by t 7→ νt(DGk) ∈ L1(0, T ). Setting nk :=

∫ T

0
|νt(DGk)|dt,

ak := 2−k(1 ∧ (1/nk)), and

δ(µ′
t, µ

′
s) :=

∑
k∈N

ak|(µ′
t − µ′

s)(Gk)|, t, s ∈ [0, T ],

we have that δ is a distance on {µ′
t : t ∈ L} metrizing the topology of P(Υ ). Let

(hk) ⊂ C0(X) given by Theorem 2.2 (i). Letting mk :=
∫ T

0
|νt|(1 ⊗ hk)dt, which is
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finite by (5.2); bk := 2−k(1 ∧ (1/mk)); and

ρ(λ, σ) :=
∑
k∈N

bk|(λ− σ)(hk)|, λ, σ ∈ M+
0 (X),

we find that the distance ρ metrizes the topology of M+
0 (X). In particular, by Propo-

sition 2.12 and Theorem 2.11 the distance

(µ′
t, µ

′
s) 7−→ δ(µ′

t, µ
′
s) + ρ(Iµ′

t
, Iµ′

s
),

metrizes the P1(Υ )-topology on {µ′
t : t ∈ L}. By the continuity equation, we find a

set L1 ⊂ L of full measure such that

µ′
t(Gk) = µ′

s(Gk) +

∫ t

s

νr(Gk)dr, k ∈ N, s, t ∈ L1.

Moreover, by Theorem 4.9, we have that

Iµt
(hk) = Iµs

(hk) +

∫ t

s

νu(1⊗ hk)du <∞, k ∈ N, s, t ∈ L1.

Thus, by Fubini theorem, we have that

δ(µ′
t, µ

′
s) + ρ(Iµ′

t
, Iµ′

s
) ⩽

∫ t

s

∑
k∈N

(aknk + bkmk)dr, s, t ∈ L1.

Since by construction the series is convergent, on L1 the map t 7→ µ′
t is uniformly

continuous. By continuation of uniformly continuous maps [Bou71, Th. 2, p. II.20],
we can extend it to a continuous map t 7→ µt ∈ P1(Υ ) that coincides with µ′ on L1.
This concludes the existence part of the claim.

Formula (4.8) is obtained for functions F ∈ C 1
T (H ) from (4.4) and by considering

a sequence of smooth functions on (s, t) and converging to 1(s,t) and whose derivatives
converge to δs−δt in the sense of distributions (see [Erb14, Lem. 3.1] for details). This
extends to F ∈ C 1([0, T ],H ) by approximation. □

In the rest of the paper, we always implicitly consider the unique continuous repre-
sentative of a solution to the continuity equation. In particular, the sentence “consider
a solution (µ, ν) in P1(Υ )” has to be understood in the following way:

– Consider a solution (µ′, ν) such that µ′
t ∈ P1(Υ ) for almost every t ∈ [0, T ].

– Consider its unique continuous representative (µ, ν).
At this point, we stress out that we do not know where µ and µ′ coincide. In particular,
we could have µ0 ̸= µ′

0.

Corollary 4.11. — Let (µ, ν) be a solution to (CET ) in P1(Υ ), we have that

(4.9) µt(F ) = µs(F ) +

∫ t

s

νu(DF )du, F ∈ H , s, t ∈ [0, T ].

Proof. — Apply (4.8) with Ft = F for all t ∈ [0, T ]. □
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4.3.3. The relative entropy along the continuity equation. — In (3.11), we have that the
Fisher information controls the entropy production along P⋆. A similar result holds
for the entropy along the continuity equation.

Theorem 4.12. — Let (µ, ν) be a solution to the continuity equation such that, for all
t ∈ [0, T ], µt = ρtπ ∈ DomH and νt = wt(π ⊗m), and

(4.10)
∫ T

0

I(µt | π)dt+
∫ T

0

∫
|wt|2

D log ρt
Dρt

dt <∞.

Then, for all t ∈ [0, T ]:

(4.11) H(µt | π)−H(µ0 | π) =
∫ t

0

∫
D log ρsdνsds.

Remark 4.13. — Let us comment on the assumption (4.10). First of all by the
Cauchy–Schwarz inequality this ensures that D log ρ ∈ L1(ν), so that the right-hand
side of (4.11) is well-defined. Secondly, the condition on the Fisher information is
not very restrictive. Indeed, if we start with a solution of the continuity equation in
DomH, then by Proposition 4.4 we can always perturb it by the Ornstein–Uhlenbeck
semi-group in order to have a solution satisfying the finiteness of the Fisher infor-
mation by (3.11). Lastly, the condition involving the second integral in (4.10) might
seem more exotic. However, this quantity plays a natural role in the definition of the
action and the variational distance in the next section.

Remark 4.14. — Let us consider (µ, ν) a solution to the continuity equation given by
the dual Ornstein–Uhlenbeck semi-group, as in Proposition 4.3. In this case,∫ t

0

∫
D log ρsdνsds = −

∫ t

0

I(P⋆
sµ0 | π)ds,

and formula (3.11) regarding the entropy production along the Ornstein–Uhlenbeck
semi-group coincides with (4.11).

Proof. — For convenience, we first give a short heuristic proof of the statement
that goes back at least to the seminal work of [OV00]. We thus assume that ρ ∈
C 1([0, T ],H ), with ρ bounded away from 0. Since

D log ρ = log(ρ+ Dρ)− log ρ,

we find that log ρ is also in C 1([0, T ],H ). Applying (4.8) to F = log ρ yields

H(µt | π)−H(µ0 | π) =
∫ t

0

∫
ρ̇sdπds+

∫ t

0

∫
D log ρsdνsds.

Since ρt is a probability density for all t, we have
∫
ρ̇sdπ = 0. This shows the claim

in this case. The rest of the proof formalizes this idea for general densities. We stress
however that all the ideas are contained in this short argument.

Now, we only assume that D log ρ ∈ L1(ν). We shall need two stability results for
solutions to the continuity equation under regularization.
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Stability of the continuity equation under time regularization. — Let ψ be smooth, com-
pactly supported, non-negative, symmetric mollifier on R, and ε > 0. We define

ψε :=
1

ε
ψ(·/ε),

ρεt :=

∫ T

0

ρτψε(t− τ)dτ,

wε
t :=

∫ T

0

wτψε(t− τ)dτ.

Then ρε ∈ C 1([0, T ], L1(π)). Setting µε
t := ρεtπ and νεt := wε

t (π ⊗ m), we also have
that (µε, νε) solves the continuity equation. Indeed taking F ∈ CT (H ), and letting

F ε
τ :=

1

ε

∫ T

0

Ftψ((τ − t)/ε)dt,

we have that F ε
τ ∈ CT (H ) for all sufficiently small ε > 0, and∫ T

0

Ḟtdµ
ε
tdt =

1

ε

∫ T

0

∫ T

0

∫
Ḟtψ((t− τ)/ε)ρτdπdtdτ

=

∫ T

0

∫
Ḟ ε
τ ρτdπdτ

= −
∫ T

0

∫
DF ε

τwτd(π ⊗m)dτ

= −
∫ T

0

DFtw
ε
td(π ⊗m)dt.

Since F ∈ CT (H ) is arbitrary, (CET ) holds for (µε, νε). Moreover, by construction,
νε satisfies (4.1). This shows that (µε, νε) is a solution to the continuity equation.

Stability of the continuity equation under space regularization. — Now, fix B ∈ B0(X),
and define

ρBt := Eπ[ρt | AB(Υ )],

wB
t := Eπ⊗m[wt1Υ×B | AB(Υ )⊗BB(X)].

See, for instance, [DM80, §§39–43, pp. 36–43] for reminders on conditional expec-
tations and martingales with respect to σ-finite measures. In a more prosaic way,
we have that

(4.12) wB
t (·, x) = 1B(x)Eπ[wt(·, x) | AB(Υ )], x ∈ X.

In view of the independence property of Poisson point processes, we have the explicit
formula:

ρBt (η) =

∫
ρt(η↾B + ξ)πX∖B(dξ),

where, for C ∈ B(X), πC is a Poisson point process with intensity m↾C . We let
µB
t = ρBt π and νBt = wB

t (π ⊗ m), and we claim that (µB , νB) is a solution to the
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continuity equation. By the tower property of conditional expectation

|νB |(Υ ×X × [0, T ]) =

∫ T

0

Eπ⊗m

[
|wB

t |
]
dt

⩽
∫ T

0

Eπ⊗m[|wt1Υ×B |]dt = |ν|(Υ ×B × [0, T ]) <∞.

Thus, νB satisfies (4.1). Now, let u be bounded and AB(Υ ) ⊗ BB(X)-measurable.
In view of the explicit formula

D⋆(u1Υ×B)(η) =

∫
B

u(η − δx, x)η(dx)−
∫
B

u(η, x)m(dx),

we find that, for y ̸∈ B,

D⋆(1Υ×Bu)(η + δy) =

∫
B

(η − δx + δy, x)(η + δy)(dx)−
∫
B

u(η + δy, x)m(dx)

= D⋆(u1Υ×B)(η).

Thus, D⋆(1Υ×Bu) is AB(Υ )-measurable. For F ∈ H , by the Mecke formula, we thus
find that ∫

DF1Υ×Budπdm =

∫
FD⋆(1Υ×Bu)dπ

=

∫
Eπ[F | AB(Υ )]D

⋆(1Υ×Bu)dπ

=

∫
DEπ[F | AB(Υ )]udπdm.

Since u was arbitrary,

Eπ⊗m[DF | AB(Υ )⊗BB(X)]1Υ×B = DEπ[F | AB ].

Thus, for F ∈ CT (H ),∫ T

0

∫
Ḟtdµ

B
t dt =

∫ T

0

∫
Eπ

[
Ḟt

∣∣∣ AB(Υ )
]
dµtdt

= −
∫ T

0

∫
DEπ[Ft | AB(Υ )]wtdπdmdt

= −
∫ T

0

∫
DFt Eπ⊗m[wt1Υ×B | AB(Υ )⊗BB(X)].

This shows that (µB , νB) solves (CET ).

Combining the two regularizations. — Now we define

ρε,Bt = Eπ[ρ
ε
t | AB(Υ )],

wε,B
t = Eπ⊗m[wε

t 1Υ×B | AB(Υ )⊗BB(X)].

We also consider the two associated measures (µε,B , νε,B). Note that the two regular-
izations commute, that is we would get the same objects by first applying the regu-
larization in space and then in time. From what precedes, we have that (µε,B , νε,B) is
a solution to the continuity equation. Differentiating under the integral sign, we get
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that ρε,B ∈ C 1([0, T ], L1(π)). The two previous facts show that ρ̇ε,Bt = D⋆wε,B
t . Fix

k ∈ N, recall θk defined in (3.13). We then find that∫
θk(ρ

ε,B
t )dπ −

∫
θk(ρ

ε,B
0 )dπ =

∫ t

0

∫
θ′k(ρ

ε,B
s )D⋆wε,B

s dπds

=

∫ t

0

∫∫
Dθ′k(ρ

ε,B
s )wε,B

s dπdmds.

As ε→ 0, we have that ρε,B → ρB in C 0([0, T ], L1(π)), and wε,B
s → wB

s in L1(π⊗m)

for all almost every s ∈ [0, T ]. Thus by dominated convergence, we get that∫
θk(ρ

B
t )dπ −

∫
θk(ρ

B
0 )dπ =

∫ t

0

∫∫
Dθ′k(ρ

B
s )w

B
s dπdmds =

∫ t

0

∫
θ′k(ρ

B
s )D

⋆wB
s dπds.

By monotone convergence as k → ∞, we find that

(4.13) H(µB
t |π)−H(µB

0 |π) =
∫ t

0

∫
log ρBs D

⋆wB
s dπds =

∫ t

0

∫∫
D log ρBs w

B
s dπdmds.

By the theorem of almost sure convergence of martingales, we find that ρBt → ρt
almost surely as B → X. By [DM80, Eq. 103.1, p. 186], we have that supB ρ

B
t ∈

L logL(π). Thus, the martingale also converges in L logL(π) by dominated conver-
gence. It follows that we can take the limit in the left-hand side of (4.13).

We now show that we can also pass to the limit in the right-hand side. First of
all, by the theorem of almost sure convergence of martingales which also holds for
σ-finite measures [DM80, §41, p. 37], we have that wB → w almost surely. Thus in
order to conclude it suffices to show that (D log ρBwB) is uniformly integrable in
L1(π⊗m⊗ dt). Firstly, by the convexity of (s, t) 7→ (log s− log t)(s− t) and Jensen’s
inequality for conditional expectation

Dx log ρ
B
t Dxρ

B
t ⩽ Eπ[Dx log ρtDxρt | AB(Υ )].

Secondly, by the convexity of (w, s, t) 7→ w2(log s− log t)/(s− t), Jensen’s inequality
for conditional expectation, and (4.12)(∣∣wB

t (·, x)
∣∣2Dx log ρ

B
t

DxρBt

)
⩽ Eπ

[
w2

t (·, x)
Dx log ρt
Dxρt

∣∣∣∣ AB(Υ )

]
.

Finally, writing

|Dx log ρ
B
t w

B
t (·, x)|2 = (Dx log ρ

B
t Dxρ

B
t )

(∣∣wB
t (·, x)

∣∣2Dx log ρ
B
t

DxρBt

)
,

and using the two previous inequalities together with 2ab ⩽ a2 + b2 yields

|Dx log ρ
B
t w

B
t | ⩽ 1

2

(
Eπ[Dx log ρtDxρt | AB(Υ )] + Eπ

[
w2

t (·, x)
Dx log ρt
Dxρt

∣∣∣∣ AB(Υ )

])
.

Since this holds for all x ∈ B and all t ∈ [0, T ], we actually have shown that

|D log ρBwB | ⩽ Eπ⊗m⊗dt

[
1

2

(
D log ρDρ+ w2D log ρ

Dρ

) ∣∣∣∣ AB(Υ )⊗BB(X)⊗B(0, T )

]
.

By [DM80, Th. 41.1, p. 38] and (4.10), the right-hand side is the sum of two uniformly
integrable martingales and is thus uniformly integrable. □
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5. Ricci curvature bounds on the Poisson space

5.1. A variational distance on the Poisson space

5.1.1. The Lagrangian functional. — In view of what precedes, it is natural to con-
sider vector fields to be sections of Mb,0(Υ×X). Let us define the length of the tangent
vector ν at µ. We set

θ(s, t) :=
s− t

log s− log t
, s, t ∈ R+,

and
α(s, t, w) :=

|w|2

θ(s, t)
, w ∈ R, s, t ∈ R+,

where by convention 0/0 := 0. For convenience, for F ∈ F+(Υ ) we also write

F̂ (η, x) = θ
(
F (η), F (η + δx)

)
=

DxF (η)

Dx logF (η)
, η ∈ Υ, x ∈ X.

For all µ ∈ P1(Υ ) and ν ∈ Mb,0(Υ ×X), let us define

L(µ, ν) =

∫
α

(
dµ⊗m

dσ
,
dCµ

dσ
,
dν

dσ

)
dσ,

where σ ∈ Mb,0(Υ × X) is non-negative such that µ ⊗m, Cµ, and ν are absolutely
continuous with respect to σ. By homogeneity, the value of the action is independent
of the choice of σ. Provided µ = ρπ and ν = w(π⊗m), in view of (2.3), we can choose
σ = π ⊗m, and we find that:

L(µ, ν) =

∫
α
(
ρ(η), ρ(η + δx), w(η, x)

)
π(dη)m(dx) =

∫
|w|2

ρ̂
dπdm.

We can then interpret L(µ, ν) as the norm of the “tangent vector” ν in the “tangent
space” to P1(Υ ) at µ ∈ P1.

In view of the convexity of α we immediately get the following lemma.

Lemma 5.1. — The Lagrangian L is jointly convex.

Lemma 5.2. — The map L : P1(Υ )× Mb,0(Υ ×X) → R+ is lower semi-continuous.

Proof. — By Theorem 2.11 and since Mb,0(Υ×X) is metrizable, it is enough to estab-
lish sequential lower semi-continuity. Let (µn) ⊂ P1(Υ ) converging to µ ∈ P1(Υ ) and
(νn) ⊂ Mb,0(Υ ×X) converging to ν ∈ Mb,0(Υ ×X). Since α is lower semi-continuous
and convex we can write

α(p) = sup
{
p · q − α∗(q) : q ∈ Q3

}
,

where α∗ is the Fenchel conjugate of α. For p and q ∈ Q3, we let αq(p) = p · q−α∗(q).
Then, by monotone convergence,

(5.1)
L(µ, ν) =

∫
sup
q∈Q3

αq

(
dµ⊗m

dσ
,
dCµ

dσ
,
dν

dσ

)
dσ

= sup
q∈Q3

∫
αq

(
dµ⊗m

dσ
,
dCµ

dσ
,
dν

dσ

)
dσ.
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By (ii) in Proposition 2.12, we find that, for q fixed, the integral in the last line of (5.1)
is continuous on P1(Υ )×Mb,0(Υ ×X). As a supremum of continuous functions L is
lower semi-continuous. □

Whenever µ in absolutely continuous with respect to π, the following result shows
that we can restrict our study to ν ∈ Mb,0(Υ × X) that are absolutely continuous
with respect to π ⊗m. The lemma below is an adaptation to our setting of [Erb14,
Lem. 2.3]. Since our notation is quite different from this reference, we give a complete
proof.

Lemma 5.3. — Let µ = ρπ ∈ P(Υ ) and ν ∈ Mb,0(Υ × X) such that L(µ, ν) < ∞.
Then, ν is absolutely continuous with respect to π ⊗m.

Proof. — Take A ∈ B(Υ ) and B ∈ B0(X) such that π(A)m(B) = 0, and σ ∈
Mb,0(Υ ×X) non-negative and such that π ⊗m ≪ σ and ν ≪ σ. The homogeneity
of θ yields:

0 =

∫
A×B

θ(ρ(η), ρ(η + δx))π(dη)m(dx) =

∫
A×B

θ

(
d(µ⊗m)

dσ
,
dCµ

dσ

)
dσ.

By positivity of θ and σ, the integrand vanishes σ-almost everywhere on A × B.
By definition of L:

L(µ, ν) =

∫ ∣∣dν/dσ∣∣2
θ
(
d(µ⊗m)/dσ, dCµ/dσ

) dσ.
The above quantity is finite by assumption. Since the denominator vanishes on A×B
so does the numerator. Thus ν(A×B) = 0. □

Lemma 5.4. — Let µ = ρπ ∈ P(Υ ) and ν ∈ Mb,0(Υ ×X). Then,

L(P⋆
tµ,P

⋆
t ν) ⩽ L(µ, ν), t > 0.

Proof. — We can assume that L(µ, ν) < ∞ otherwise there is nothing to prove.
By Lemma 5.3, we have that ν = w(π ⊗m). By (2.3), we find that

L(P⋆
tµ,P

⋆
t ν) =

∫
α(Ptρ(η),Ptρ(η + δx),Ptw(η, x)) d(π ⊗m).

We conclude by convexity of α, Jensen’s inequality, and invariance of P with respect
to π. □

We finish with a useful bound.

Lemma 5.5. — Let µ ∈ P1(Υ ) and ν ∈ Mb,0(Υ ×X). Then:

|ν|(A×B) ⩽
(
1
2 (m(B) + Iµ(B))L(µ, ν)

)1/2
, A ∈ B(Υ ), B ∈ B0(X).
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Proof. — Take σ = (µ⊗m) +Cµ + |ν| so that we have, µ⊗m = ρ1σ, Cµ = ρ2σ, and
ν = wσ. We assume that L(µ, ν) < ∞, otherwise there is nothing to prove. We have
that

|ν|(A×B) =

∫
A×B

|w|dσ

=

∫
A×B

√
θ(ρ1, ρ2)

√
α(w, ρ1, ρ2)dσ

⩽

(∫
A×B

θ(ρ1, ρ2)dσ

)1/2(∫
A×B

α(ρ1, ρ2, w)dσ

)1/2

=

(∫
A×B

θ(ρ1, ρ2)dσ

)1/2√
L(µ, ν).

Bounding from above the logarithmic mean with the arithmetic mean, we have∫
A×B

2θ(ρ1, ρ2)dσ ⩽
∫
Υ×B

(ρ1 + ρ2)dσ = (µ⊗m)(Υ ×B) + Cµ(Υ ×B).

which completes the proof, since the second marginal of µ⊗m is m, and that of Cµ

is Iµ. □

5.1.2. The action functional. — We now define the action associated with a curve
µ ∈ F ([0, 1],P(Υ )). We set

A(µ) := inf

∫ 1

0

L(µt, νt)dt,

where the infimum runs over all ν such that (µ, ν) is a solution to the continuity
equation on [0, 1]. Whenever there is no such ν, we set A(µ) = ∞.

As a direct application of Proposition 4.4 and Lemma 5.4, we obtain the following
contraction property for the action.

Proposition 5.6. — For all ε > 0,

A(P⋆
εµ) ⩽ e−2εA(µ).

We now establish that A is a good functional for minimization problems.

Lemma 5.7. — The functional A is convex.

Proof. — Let µ and µ′ with finite action. Thus, there exist ν and ν′ such that (µ, ν)

and (µ′, ν′) solve (CET ). Let τ ∈ [0, 1]. Then, with ντ = (1 − τ)ν + τν′ and µτ =

(1 − τ)µ + τµ, we have that (µτ , ντ ) ∼ (CET ). Since L is convex by Lemma 5.1,
we get:

A(µτ ) ⩽
∫ 1

0

L((1− τ)µt + τµ′
t, (1− τ)νt + τνt)dt ⩽ (1− τ)A(µ) + τA(µ′). □

Fix ξ ∈ P1(Υ ). We write

Cξ

(
[0, 1],P1(Υ )

)
:=

{
µ ∈ C ([0, 1],P1(Υ )) : µ0 = ξ

}
.
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As a consequence of Theorem 2.11, the space Cξ

(
[0, 1],P1(Υ )

)
is Polish when endowed

with the topology of uniform P1(Υ )-convergence.

Lemma 5.8. — The functional A : Cξ([0, 1],P1(Υ )) → [0,∞] is lower semi-continu-
ous.

Lemma 5.9. — The action A has compact sub-level sets in Cξ([0, 1],P1(Υ )).

Proof of Lemmas 5.8 and 5.9. — Let r ∈ (0,∞) and set ∆ = {A(µ) ⩽ r} ∩ {µ0 = ξ}.
Take (µn) ⊂ ∆. Since A(µn) ⩽ r, for all n ∈ N, there exists νn ∈ Mb,0(Υ ×X) with
(µn, νn) solving the continuity equation on [0, 1] and

A(µn) ⩽
∫ 1

0

L(µn,t, νn,t) dt ⩽ r + 1.

Let A ∈ B(Υ ), B ∈ B0(X), and I ∈ B([0, 1]). In view of Lemma 5.5, Theorem 4.9,
and Cauchy–Schwarz inequality for all n ∈ N:

|νn|(A×B × I) ⩽
∫
I

√
m(B) + Iµ0

(B) + |νn|(A×B × [0, t]) L(µn,t, νn,t)
1/2

dt

⩽
√
m(B) + Iµ0

(B) + |νn|(A×B × [0, 1]) |I|(r + 1).

(5.2)

Setting I := [0, 1] in (5.2) yields

|νn|(A×B × [0, 1]) ⩽
√
|νn|(A×B × [0, 1]) +m(B) + Iµ0

(B) (r + 1).

Solving explicitly this equation yields

(5.3) |νn|(A×B × [0, 1]) ⩽ ar + br

√
m(B) + Iµ0

(B),

with ar and br > 0 depending only on r. This shows that (2.1a) in Theorem 2.2 is
satisfied.

Let us now show that (2.1b) is satisfied. Let ε > 0. By Theorem 2.2, we can find
Γ ∈ K(Υ ), K ∈ K(X), and J ∈ K([0, 1]) such that

|[0, 1]∖ J |+m(B ∖K) + Iµ0(B ∖K) ⩽ ε.

Now let ∆ := Γ×K × J ∈ K(Υ ×X × [0, 1]). Then by (5.2) and (5.3), we get that
|νn|

(
(Υ ×B × [0, 1])∖∆

)
⩽ |νn|

(
(Υ ∖ Γ)× (B ∖K)× ([0, 1]∖ J)

)
⩽ ε(r + 1)

√
ε+ ar + br

√
ε.

Thus, Theorem 2.2 (ii) applies, and, up to passing to a subsequence, we can find
ν ∈ Mb,0(Υ ×X) such that νn → ν, as n→ ∞.

Recall that A(Υ ) is the algebra defined in Section 4.2.1. Define,

µt(A) := µ0(A) +

∫ t

0

νr(D1A)dr, A ∈ A(Υ ).

By Corollary 4.11, we find that for all F ∈ H , µt(F ) is the limit of µn
t (F ). Thus µt is a

non-negative set function on the algebra A(Υ ) with total mass 1. By Hahn’s extension
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theorem [DS58, Th. III.5.8, p. 136], it can be uniquely be extended to a probability
measure µt on σ(A(Υ )) = B(Υ ). Moreover, since G ⊂ H , we find that µn

t → µt

in P(Υ ). A similar argument at the level of intensity measures shows that actually
µn
t → µt in P1(Υ ). By Lemma 4.2, the find that (µ, ν) is a solution to the continuity

equation. Thus, by lower semi-continuity of L (Lemma 5.2), we find that µ ∈ ∆. This
shows that ∆ is compact and this establishes the two lemmas. □

As a consequence of the properties of A established above, we obtain the following
result.

Theorem 5.10. — Let µ ∈ C
(
[0, 1],P1(Υ )

)
such that A(µ) < ∞, then there exists

ν ∈ Mb,0(Υ ×X) such that (µ, ν) solves the continuity equation on [0, 1] and

A(µ) =

∫ 1

0

L(µt, νt)dt.

5.1.3. The variational distance end the entropic costs. — We now define our distance W.
Actually, we derive our entropic curvature for W through properties of a regularized
version of it.

Definition 5.11. — For ε ⩾ 0, we define the entropic cost by

Jε(ξ0, ξ1) := inf

{
A(µ) + ε

∫ 1

0

I(µt | π)dt : µ0 = ξ0, µ1 = ξ1

}
.

We also set W := J
1/2
0 .

We call the quantity Jε the entropic cost in analogy with the continuous setting (see
[GT21] and the references therein). It can be thought of as an entropic regularization
of W. Properties specific to W are studied below.

Theorem 5.12. — Let ε ⩾ 0 and ξ0 and ξ1 such that Jε(ξ0, ξ1) < ∞. Then, there
exists (µε, νε) solving the continuity equation such that

Jε(ξ0, ξ1) =

∫ 1

0

L(µε
t , ν

ε
t )dt+ ε

∫ 1

0

I(µε
t | π)dt.

Proof. — Since ε is fixed, in this proof we drop the dependence on ε whenever no
confusion may arise. The relative Fisher information is lower semi-continuous, by The-
orem 3.4, and convex, by Jensen’s inequality. Thus in view of Lemmas 5.7 and 5.8,
we get the lower semi-continuity and convexity of

(5.4) Aε(µ) := A(µ) + ε

∫ 1

0

I(µt | π)dt.

Thus the set Aε := {Aε ⩽ r} is closed for all r ∈ (0,∞). Clearly, we have that
Aε ⊂ {A ⩽ r}. Thus, Aε is relatively compact by Lemma 5.9. The result follows from
standard optimization arguments. □
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Theorem 5.13. — Let ξ0 and ξ1 such that Jεo(ξ0, ξ1) < ∞ for some εo > 0. For
ε ∈ (0, εo), write (µε, νε) for a minimizer of Jε(ξ0, ξ1). Then, we have that

Jε(ξ0, ξ1) −−−−→
ε→0+

W2(ξ0, ξ1).

Moreover, up to passing to a subsequence

(µε, νε) −−−−→
ε→0+

(µ, ν),

for a minimizer (µ, ν) for W(ξ0, ξ1).

Proof. — Let us write r := Jεo(ξ0, ξ1)+1 <∞, and A := {Aεo ⩽ r}. Since the family
(Aε) is decreasing in ε when regarded as functionals on A, we have

Jε(ξ0, ξ1) = inf{Aε(µ) : µ0 = ξ0, µ1 = ξ1, µ ∈ A}.

On A, we have that Aε ↘ A pointwise, and that A is lower semi-continuous. Thus,
by [Dal93, Prop. 5.7], Aε Γ-converges to A on A. Now, since Aε ⩾ A and since A

has compact sublevel sets, the first part of the claim follows from [Dal93, Prop. 7.7
& Th. 7.8]. The second part of the claim follows from [Dal93, Cor. 7.20] provided we
can show that {(µε, νε) : ε ∈ (0, εo)} is compact. We argue as in Lemma 5.9. Indeed,
by construction µε ∈ {Aε ⩽ r} ⊂ {A ⩽ r}. Thus, (5.2) holds with ε in place of n and
the rest of the argument is the same. □

We now study the properties of W. We start with a classical argument.

Lemma 5.14. — For all T > 0, and ξ0 and ξ1 ∈ P1(Υ ):

W(ξ0, ξ1) = inf

{∫ T

0

L1/2(µt, νt)dt : (µ, ν) ∼ (CET ), µ0 = ξ0, µT = ξ1

}
.

Proof. — Follows from a standard reparametrization argument. For instance, combine
[DNS09, Th. 5.4] with Lemma 4.5. □

We now summarize the main properties of W.

Theorem 5.15
(i) The map W defines an extended distance on P1(Υ ).
(ii) The topology induced by W on P1(Υ ) is stronger than that of P1(Υ ).
(iii) The map W is lower semi-continuous on P1(Υ )× P1(Υ ).
(iv) Bounded sets with respect to W are P1(Υ )-relatively compact.
(v) For every η ∈ P1(Υ ) the accessible component {W(η, ·) <∞} is a complete

geodesic space when equipped with W.

Proof
(i) The symmetry is immediate. We obtain the triangle inequality by concatenation

and using Lemma 5.14. Now take ξ0 and ξ1 ∈ P1(Υ ) with W(ξ0, ξ1) = 0. By Theo-
rem 5.12, take µ realizing W(ξ0, ξ1). Then A(µ) = 0, thus ν = 0 and ξ0 = ξ1. This
shows that W is an extended distance.
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(ii) Let (ξn) ⊂ P1(Υ ) and ξ ∈ P1(Υ ) be such that W(ξn, ξ) → 0. For all n ∈ N,
take (µn, νn) realizing the infimum in W(ξn, ξ). Let (hk) ⊂ C0(X) be as in Lemma 2.5.
For all k ∈ N, set Gk := e−ιhk , Bk ∈ B0(X) such that DGk = 0 outside of Bk. Arguing
as in the proof of Theorem 4.10, and then using Lemma 5.5, we find that∣∣∣∣∫ Gkd(ξn − ξ)

∣∣∣∣ ⩽ |νn|(Υ ×Bk × [0, 1])

⩽
∫ 1

0

(
m(Bk) + Iµn,t

(Bk)
)1/2

L(µn,t, νn,t)
1/2dt

⩽ CkW(ξn, ξ).

Thus, by Lemma 2.5, we find that ξn → ξ with respect to the P(Υ )-topology. Take
h ∈ C0(X). By Theorem 4.9 and Lemma 5.5, we find that

|Iξn(h)− Iξ(h)| ⩽ |νn|(1⊗ h⊗ 1[0,1])

⩽
∫ 1

0

(
m(h) + Iµn,t(h)

)1/2
L(µn,t, νn,t)

1/2dt

⩽ CW(ξn, ξ),

for some constant C > 0 depending on h. This shows that Iξn → Iξ in M0(X).
By Proposition 2.12, we find that ξn → ξ in P1(Υ ).

(iii) Fix r ⩾ 0, we want to show closedness of the set

A := {(ξ, χ) ∈ P1(Υ )× P1(Υ ) : W(ξ, χ) ⩽ r}.

Let (ξn) and (χn) ⊂ A converging respectively to ξ and χ ∈ P1(Υ ). By Theorem 5.12,
for all n ∈ N, there exists a solution to the continuity equation (µn, νn) realizing
W(ξn, χn). Since ξn → ξ and χn → χ, arguing as in the proof of Lemma 5.9 we can
find (µ, ν) solving the continuity equation and joining ξ to χ. Thus, by Lemma 5.8,
we find that

W(χ, ξ) ⩽ A(µ) ⩽ lim inf
n→∞

A(µn) = lim inf
n→∞

W(χn, ξn).

(iv) Follows from Lemma 5.9.
(v) The geodesic property follows from Theorem 5.12, the geodesic being given by

the minimizing curve µ. The completeness follows from (iii) and (iv). □

The quantity J
1/2
ε is not a distance for ε > 0 (the reparametrization argument given

in Lemma 5.14 does not work here). However, we have the following quasi-triangle
inequality.

Proposition 5.16. — Let ξ0, ξ1, ξ2 ∈ P1(Υ ) and ε > 0. Then,

Jε(ξ0, ξ2) ⩽ 2Jε(ξ0, ξ1) + 2Jε(ξ1, ξ2).

Proof. — We assume that the right hand side is finite. Let (µ1, ν1) and (µ2, ν2) real-
izing the two infima. By concatenation, using Lemma 4.5 and that the Lagrangian is
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quadratic in ν, we find that

Jε ⩽ 4

∫ 1/2

0

L(µ1
2t, ν

1
2t)dt+ ε

∫ 1/2

0

I(µ2t | π)dt

+ 4

∫ 1

1/2

L(µ2
2t−1, ν

2
2t−1)dt+ ε

∫ 1

1/2

I(µ2
2t−1 | π)dt.

This gives the claim by an immediate change of variable and since ε/4 ⩽ ε. □

5.2. The geometry of (DomH,W)

5.2.1. The metric space (DomH,W). — We first show that Theorem 5.15 is non-
trivial by showing that DomH yields an example of an accessible component for W.
The central tool is the following Talagrand inequality.

Theorem 5.17. — For all µ ∈ P1(Υ ),

(5.5) W2(µ, π) ⩽ 2H(µ | π).

Moreover, for all µ ∈ DomH and all ε ⩾ 0,

Jε(µ, π) <∞.

Remark 5.18. — Classically, the Talagrand inequality is a consequence of the convex-
ity of the entropy (Theorem 5.28). Since W can be infinite, we derive the Talagrand
inequality a priori by other means.

Proof. — We show (5.5) first. We can assume that µ ∈ DomH otherwise the claim
is empty. Let T > 0. Respectively by Proposition 4.3 and Remark 4.14, (3.8), and
(3.11), we find that

W(µ,P⋆
Tµ) ⩽

∫ T

0

I(P⋆
tµ | π)1/2dt

⩽
∫ T

0

I(P⋆
tµ | π)

H(P⋆
tµ | π)1/2

dt

= −2

∫ T

0

d

dt
H(P⋆

tµ | π)1/2dt

= 2H(µ | π)1/2 −H(P⋆
Tµ | π)1/2.

We conclude by letting T → ∞, and by lower semi-continuity of W (Theo-
rem 5.15 (iii)).

Now let us prove the second part of the claim. On the one hand, since µ ∈ DomH,
by (3.10) and Proposition 4.3, we see that Jε(µ,P

⋆
δµ) < ∞ for all δ > 0. In view of

Proposition 5.16, it is thus sufficient to show that Jε(P
⋆
δµ, π)<∞. Since W(µ, π)<∞

by the first part, we can consider a solution (µ, ν) to the continuity equation mini-
mal for W(µ, π). Applying Proposition 4.4 to this solution, and using that P⋆

δπ = π

yields that (P⋆
δµ, e

−δP⋆
δν) is an admissible candidate for the minimization problem of

Jε(P
⋆
δµ, π). Furthermore, by (3.10), we find that it has finite ε-energy. The proof is

complete. □
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The following definition is thus very natural.

Definition 5.19. — We write P∗
1 (Υ ) for the W-closure of DomH.

The following is a consequence of Theorems 5.15 and 5.17.

Corollary 5.20. — The space (P∗
1 (Υ ),W) is a complete geodesic space.

Remark 5.21. — We have

DomH ⊂ P∗
1 (Υ ) ⊂ P1(Υ ).

A priori each inclusion could be strict.

Proposition 5.22. — Fix µ and ξ ∈ P∗
1 (Υ ) then

d+

dt
W(P⋆

tµ, ξ) ⩽
√

I(P⋆
tµ | π), t > 0.

Proof. — Assume that µ = ρπ ∈ Dom I, otherwise there is nothing to prove. Write,
for t > 0, µt := P⋆

tµ and νt := Dρd(π ⊗m). By Proposition 4.3, (µ, ν) is a solution to
the continuity equation, and

L(µt, νt) = I(µt | π).

Thus by Proposition 5.23, we get:

W(µt+s, ξ)−W(µt, ξ) ⩽ W(µt+s, µt) ⩽
∫ t+s

t

|µ̇u|du ⩽
∫ t+s

t

√
I(µu | π)du.

The claim immediately follows. □

Recall that a curve µ ∈ F ([0, T ],P1(Υ )) is absolutely continuous with respect to W

provided there exists g ∈ L1(0, T ) such that:

W(µs, µt) ⩽
∫ t

s

g(r)dr, 0 ⩽ s ⩽ t ⩽ T.

By definition the metric derivative of µ is the minimal g in the above inequality
denoted by t 7→ |µ̇t|. Recall from [AGS08, Th. 1.1.2], that, for almost every t ∈ (0, T ),

|µ̇t| = lim
ε→0

W(µt+ε, µt)

ε
.

Proposition 5.23. — The curve µ ∈ C
(
[0, T ],P∗

1 (Υ )
)

is absolutely continuous with
respect to W if and only if there exists ν ∈ Mb,0(Υ × X) such that (µ, ν) ∼ (CET )
and ∫ T

0

√
L(µt, νt)dt <∞.

In this case, |µ̇t|2 ⩽ L(µt, νt) for almost every t ∈ [0, T ]. Moreover, there exists a
unique ν′ ∈ Mb,0(Υ ×X) such that (µ, ν′) ∼ (CET ) and

(5.6) |µ̇t|2 = L(µt, ν
′
t), for a.e. t ∈ [0, T ].

Proof. — See [DNS09, Th. 5.17]: the precompactness result in [DNS09, Cor. 4.10] cor-
responds to Lemmas 5.8 and 5.9. □
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In the previous section, we have informally chosen Mb,0(Υ ×X) to be the tangent
space of P1(Υ ). However, it would be natural to consider only vector fields that have
minimal Lagrangian. In order to do so, observe that if (µ, ν) and (µ, ν′) solve the
continuity equation, then for all t ∈ [0, 1], νt − ν′t is divergence-free, in the sense that

(νt − ν′t)(DF ) = 0, F ∈ H .

This leads to the following definition of the tangent space, for µ ∈ P∗
1 (Υ ),

TµP∗
1 (Υ ) :=

{
ν ∈ Mb,0(Υ ×X) : L(µ, ν) ⩽ L(µ, ν + ν′) <∞, ν′ divergence-free

}
.

From Proposition 5.23 and this definition, we get the following result.

Corollary 5.24. — Take (µ, ν) a solution to the continuity equation such that µ is
absolutely continuous with respect to W, and µt ∈ P∗

1 (Υ ), for all t ∈ [0, 1]. Then, ν is
the unique solution to (5.6) if and only if νt ∈ Tµt

P1(Υ ).

As in the Euclidean case [AGS08, §8.1], we obtain an explicit representation of the
tangent as a closure of gradient fields.

Proposition 5.25. — Assume that µ = ρπ ∈ P∗
1 (Υ ). Then, TµP∗

1 (Υ ) is the set of
measures ν = w(π ⊗m) such that w is in the L2(π ⊗m)-closure of {DF : F ∈ H }.

Proof. — In view of Lemma 5.3, the claim follows by observing that ν′ = w′(π ⊗m)

is divergence-free if and only if
∫
DFw′dπdm = 0 for all F ∈ H and that the space

of such densities is the orthogonal space to the space of gradient fields. □

5.2.2. Evolution variation inequality and entropic curvature bounds. — We now estab-
lish the main results of the paper, namely we show that of the Ornstein–Uhlenbeck
semi-group is the gradient flow of the relative entropy on (P∗

1 (Υ ),W, π). Despite W

being an extended distance on P1(Υ ), the space (P∗
1 (Υ ),W, π) is a metric measure

space in the usual sense (that is, not extended).
Following Proposition 5.6 and Theorem 5.17, the following contraction estimates

hold.

Theorem 5.26. — For µ0 and µ1 ∈ P1(Υ ), and t ⩾ 0:

W(P⋆
tµ0,P

⋆
tµ1) ⩽ e−tW(µ0, µ1);(5.7)

W(P⋆
tµ0, π) ⩽ e−t H(µ0 | π).(5.8)

We now establish a much stronger relationship between W and H by showing that
P⋆ is the gradient flow of the entropy with respect to W.

Theorem 5.27. — The space DomH is geodesically convex with respect to W. Further-
more, the following Evolution Variation Inequality holds: for all µ and ξ ∈ DomH,

(EVI) H(P⋆
sµ | π) + 1

2

d

ds
W2(P⋆

sµ, ξ) +
1

2
W2(P⋆

sµ, ξ) ⩽ H(ξ | π), s ⩾ 0.
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Proof. — By the semi-group property of P⋆, it suffices to show the claim at s = 0.
Our strategy consists in starting from a minimizing curve (µ, ν) for W(µ, ξ) and
δ > 0 construct a deformation (µδ, νδ) that is admissible for W(P⋆

δµ, ξ) and then use
estimates from the previous section in order to control W(P⋆

δµ, ξ)−W(µ, ξ). However,
since the Ornstein–Uhlenbeck semi-group is only regularizing from DomH to Dom I,
and we have a priori no information on the regularity of geodesics, we implement
this strategy in two steps. First, we use the entropic cost Jε for which we know that
minimizing curves are in the domain of the Fisher information, in order to derive a
weaker version of (EVI) for Jε, and for W passing to the limit. Second, we can use this
weak (EVI) in order to deduce that DomH is geodesically convex, thus gaining some
regularity of geodesics. This regularity is sufficient in order to reimplement the above
strategy but directly at the level of W rather than Jε. Since W has more structure
than Jε we can deduce (EVI).

Approximation of minimizers via the Ornstein–Uhlenbeck semi-group. — Let ε > 0.
By Theorem 5.17, we get that Jε(µ, ξ) <∞. By Theorem 5.12, we can consider (µε, νε)

solving the continuity equation and realizing Jε(µ, ξ). By the finiteness of I(µε
t |π) for

almost every t ∈ [0, 1] and Theorem 4.10, we can write, for all t ∈ [0, 1], µε
t = ρεtπ for

some probability density. By Lemma 5.3, we can take νεt = wε
t (π ⊗m). Recall that

by Proposition 4.3, we can use the Ornstein–Uhlenbeck to construct solutions to the
continuity equation from a fixed initial measure. Here we use a similar strategy with
an additional correction taking into account that µ also depends on t. Namely, for all
δ > 0, we define

µε,δ
t = P⋆

tδµ
ε
t = ρε,δt µ,

νε,δt = e−tδP⋆
tδν

ε
t − δDPtδρ

ε
t (π ⊗m) = wε,δ

t (π ⊗m).

By construction, we have µε,δ
0 = µε

0 = ξ and µε,δ
1 = P⋆

δµ. Let us show that (µε,δ, νε,δ)

solves the continuity equation. Indeed, let F ∈ C 1
c ([0, 1],S ). By definition of L,

we have

(5.9) ∂tPtδFt = δLPtδFt + Ptδ∂tFt.

By definition of P⋆ and (5.9),∫ 1

0

∫
∂tFtdP

⋆
tδµ

ε
tdt =

∫ 1

0

∫
Pδt∂tFtdµ

ε
tdt

=

∫ 1

0

∫
(∂tPtδFt − δLPtδFt)dµ

ε
tdt.

(5.10)

On the one hand, since, by definition, (µε, νε) solves the continuity equation, and
since DPtδ = e−tδPtδD, we have that:

(5.11)
∫ 1

0

∫
∂tPtδFtdµ

ε
tdt = −

∫ 1

0

∫
DPtδFtdν

ε
t dt = −

∫ 1

0

∫
e−tδFtdν

ε
t dt.
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On the other hand, since L and P commute, and by integration by parts between L

and D provided by the Mecke formula

(5.12) −δ
∫ 1

0

∫
LPtδFtdµ

ε
tdt = δ

∫ 1

0

∫
DFtDPtδρ

ε
td(π ⊗m)dt.

combining (5.10), (5.11) and (5.12), we find that∫ 1

0

∫
∂tFtdµ

ε,δ
t dt = −

∫ 1

0

∫
DFtdν

ε,δ
t dt.

That is to say that (µε,δ, νε,δ) solves the continuity equation.

Expansion of the Lagrangian along the approximation. — By the Cauchy–Schwarz in-
equality,∫ 1

0

∫
|D log ρε,δt wε,δ

t |d(π ⊗m)dt

=

∫ 1

0

∫ ∣∣∣D log ρε,δt Dρε,δt

∣∣∣1/2∣∣∣D log ρε,δt

Dρε,δt

wε,δ
t

∣∣∣1/2d(π ⊗m)dt

⩽

(∫ 1

0

I(µε,δ
t | π)dt

∫ 1

0

L(µε,δ
t , νε,δt )dt

)1/2

.

Using that (a+ b)2 ⩽ 2a2 + 2b2, we get∫ 1

0

L(µε,δ
t , νε,δt )dt ⩽

∫ 1

0

e−2δtL(P⋆
tδµ

ε
t ,P

⋆
tδν

ε
t )dt

+ δ2
∫ 1

0

∫
|DPtδρ

ε
t |2

θ(Ptδρεt + DPtδρεt ,Ptδρεt )
d(π ⊗m)dt.

By Lemma 5.4, the first term is not larger than A(µε) which is finite by construction.
The second term is, by definition, δ2

∫ 1

0
I(P⋆

tδµ
ε
t | π)dt. By the contractivity of the

Fisher information along the Ornstein–Uhlenbeck semi-group and the assumption
on µε, we have that ∫ 1

0

I(µε,δ
t | π)dt ⩽

∫ 1

0

I(µε
t | π)dt <∞.

Thus, we have established that

(5.13)
∫ 1

0

∫
|D log ρε,δt wε,δ

t |d(π ⊗m)dt <∞.

By definition, we have that

wε,δ
t = e−tδPtδw

ε
t − δDρε,δt .

Using that (a− b)2 = a2 − 2(a− b)b− b2, we find that

|wε,δ
t |2 = e−2tδ|Ptδw

ε
t |2 − 2δwε,δ

t Dρε,δt − δ2|Dρε,δt |2.
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Thus, for t ∈ [0, 1], expanding the square in this way in the definition of L, we get
(5.14)
L(µε,δ

t , νε,δt ) = e−2tδL(P⋆
tδµ

ε
t ,P

⋆
tδν

ε
t )− 2δ

∫
wε,δ

t D log ρε,δt d(π ⊗m)− δ2 I(µε,δ
t | π).

The first quantity is finite by Lemma 5.4, the second term is finite by (5.13), and
the last term is finite by assumption. Using that I ⩾ 0 and the contraction estimate
Lemma 5.4 for the Lagrangian yields:

(5.15) L(µε,δ
t , νε,δt )−L(µε

t , ν
ε
t ) ⩽

(
e−2tδ − 1

)
L(µε

t , ν
ε
t )−2δ

∫
wε,δ

t D log ρε,δt d(π⊗m).

The Ornstein–Uhlenbeck semi-group is an EVI(0)-gradient flow. — By Theorem 4.12,
we find that

(5.16) d

dt
H(µε,δ

t | π) =
∫

D log ρε,δt wε,δ
t d(π ⊗m).

Since (µε, νε) is a minimizer for Jε(µ, ξ), and since (µε,δ, νε,δ) is admissible for
Jε(P

⋆
δµ, ξ)

(5.17) Jε(P
⋆
δµ, ξ)− Jε(µ, ξ) ⩽

∫ 1

0

(
L(µε,δ

t , νε,δt )− L(µε
t , ν

ε
t )
)
dt

+ ε

∫ 1

0

(
I(µε,δ

t | π)− I(µε
t | π)

)
dt.

The second term in the right-hand side is non-positive by the contractivity of the
Fisher information along the Ornstein–Uhlenbeck semi-group. Since L ⩾ 0 we can
discard the first term in the right-hand side of (5.15), and by Theorem 4.12, this
gives

L(µε,δ
t , νε,δt )− L(µε

t , ν
ε
t ) ⩽ −2δ

d

dt
H(µε,δ

t | π).

Reporting in (5.17) yields

(5.18) Jε(P
⋆
δµ, ξ)− Jε(µ, ξ) ⩽ −2δ(H(P⋆

δµ | π)−H(ξ | π)).

In (5.18), we first let ε→ 0 and invoke Theorem 5.13, and then divide by 2δ and take
lim supδ→0+ . This yields

H(µ | π) + d+

ds
↾s=0

1

2
W2(P⋆

sµ, ξ) ⩽ H(ξ | π).

Using the semi-group property of P⋆ this yields that P⋆ is an EVI(0)-gradient flow
of H. In particular, by [DS08, Th. 2.1], we have that DomH is geodesically convex.

The Ornstein–Uhlenbeck semi-group is an EVI(1)-gradient flow. — Now we repeat the
argument above working directly with W2. By Theorem 5.12, take (µ, ν) realizing
W2(µ, ξ). By the geodesic convexity of DomH, we find that, for all t ∈ [0, 1], µt = ρtπ,
and thus νt = wtπ ⊗m by Lemma 5.3. Construct (µδ, νδ) as above. By Lemma 5.14
and the Cauchy–Schwarz inequality, we have that

W(P⋆
δµ, ξ) ⩽

√∫ 1

0

e−2δtdt

∫ 1

0

e2δtL(µδ
t , ν

δ
t )dt.
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For all t ∈ [0, 1], µt ∈ DomH, thus µδ
t ∈ Dom I by (3.10). Actually, by (3.11), we find

that (4.10) in Theorem 4.12 is satisfied. In particular, we obtain an expression similar
to (5.14) for (µδ, νδ). Since I ⩾ 0, and using Lemma 5.4, we get that

W2(P⋆
δµ, ξ) ⩽ a(δ)

[∫ 1

0

L(P⋆
tδµt,P

⋆
tδνt)dt− 2δ

∫ 1

0

e2tδ
d

dt
H(µδ

t | π)dt
]

⩽ a(δ)

[∫ 1

0

L(µt, νt)dt− 2δ

∫ 1

0

e2tδ
d

dt
H(µδ

t | π)dt
]
,

(5.19)

where
a(δ) =

∫ 1

0

e−2tδdt =
1− e−2δ

2δ
.

By integration by parts, we find that

(5.20)
∫ 1

0

e2tδ
d

dt
H(µδ

t | π)dt = e2δ H(P⋆
δµ | π)−H(ξ | π)− 2δ

∫ 1

0

e2tδ H(µδ
t | π)dt.

Substituting (5.20) in (5.19), and using that (µ, ν) is a minimizer for W2(µ, ξ), we get

W2(P⋆
δµ, ξ)−W2(µ, ξ) ⩽ (a(δ)− 1)

∫ 1

0

L(µt, νt)dt

+ 2δa(δ)
[
H(ξ | π)− e2δ H(P⋆

δµ | π)
]

+ 4a(δ)δ2
∫ 1

0

e2tδ H(µδ
t | π)dt.

Dividing by δ and taking lim supδ→0+ , and using the lower semi-continuity of H and
that H decreases along P yields

d+

ds
↾s=0 W2(P⋆

sµ, ξ) ⩽ −W2(µ, ξ) + 2(H(ξ | π)−H(µ | π)),

which is exactly (EVI) for s = 0. This yields (EVI) for all s by the semi-group property
of P⋆. □

We now draw two standard conclusions from the above Evolution Variation In-
equality.

Theorem 5.28. — The relative entropy is strongly 1-geodesically convex. That is, for
every µ0 and µ1 ∈ DomH, for every geodesic {µt : t ∈ [0, 1]} joining µ0 to µ1,

H(µt | π) ⩽ (1− t)H(µ0 | π) + tH(µ1 | π)− 1
2 t(1− t)W2(µ0, µ1), t ∈ [0, 1].

Proof. — It suffices to verify the assumptions in [DS08, Th. 3.2]. The ambient metric
space is (P∗

1 (Υ ),W), cf. Corollary 5.20. The entropy H( · |π) is lower semi-continuous
by Lemma 3.3 and bounded below; [DS08, Eq. (3.2a)] is (3.10); [DS08, Eq. (3.2b)]
follows from (3.11) since I( · | π) ⩾ 0; and [DS08, Eq. (3.2c)] is (EVI). □

The descending slope of H at µ ∈ DomH plays the role of the length of the gradient
in our non-smooth setting:

|D− H|(µ) := lim sup
ξ→µ

(H(µ | π)−H(ξ | π))+
W(µ, ξ)

.
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Theorem 5.29. — The Ornstein–Uhlenbeck semi-group is a gradient flow of the entro-
py in the following sense:

|D− H|2(P⋆
tµ) = − d

dt
H(P⋆

tµ | π) = I(P⋆
tµ | π).

Proof. — This is a standard consequence of (EVI), see e.g. [AG13, Prop. 4.6]
or [MS20, Eq. (3.17)]. As in the proof of Theorem 5.28, it suffices to verify that H( · |π)
is a lower semi-continuous functional bounded below and with dense domain in the
metric space (P∗

1 (Υ ),W). □

We also have the following Poisson equivalent of the celebrated HWI inequality.

Theorem 5.30. — Let µ ∈ P1(Υ ). Then:

H(µ | π) ⩽ W(µ, π)
√
I(µ | π)− 1

2
W2(µ, π).

Proof. — The proof is identical to [EM12, Th. 7.3]. The equivalent of [EM12,
Prop. 4.1] in our setting is Proposition 5.22. □

6. Appendix

Lemma 6.1. — Let (E,F ,m) be a σ-finite measure space, and B ⊂ F be a family of
measurable sets such that

(a) there exists an m-negligible set N and a countable nested exhaustion
(Bn)n∈N ⊂ B of E ∖ N additionally such that for every B ∈ B there exists
n ∈ N so that B ⊂ Bn.
For p ∈ [1,∞) let

Lp
loc(E) = {f ∈ L0(E) : ∥f 1B∥Lp <∞, B ∈ B}

be endowed with the topology induced by the family of semi-norms

∥f∥p,B = ∥f 1B∥Lp .

Then, Lp
loc(E) is a Fréchet space. Further let q be the Hölder conjugate exponent to p.

Then, T ∈ Lp
loc(E)∗ if and only if there exists B ∈ B and gB ∈ Lq(E) with gB ≡ 0

on E ∖B and such that

T (f) =

∫
E

gBfdm, f ∈ Lp
loc(E).

Proof. — It is clear that Lp
loc(E) = Lp

loc(E ∖ N), thus we may and will assume
with no loss of generality that N = ∅. By (a) and monotonicity of the semi-norms
B 7→ ∥ · ∥p,B , the topology of Lp

loc(E) is induced by the countable family of semi-norms
∥ · ∥p,Bn with (Bn)n as in (a); thus Lp

loc(E) is a Fréchet space.
Now, let T ∈Lp

loc(E)∗. By continuity of T there exist k∈N, constants a1, . . . , ak>0,
and sets B1, . . . , Bk ∈ B so that |T (f)| ⩽

∑k
i=1 ai∥f∥p,Bi

for all f ∈ Lp
loc(E). Setting

a = maxi⩽k ai, again by (a) there exists B ∈ B so that

|T (f)| ⩽ ak∥f∥p,B , f ∈ Lp
loc(E).
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Consider the map 1B : Lp
loc(E) → Lp(B). By the above inequality, ker 1B ⊂ kerT ,

hence T = TB ◦ 1B factors over some TB ∈ Lp(B)∗. Since (B,mB) is σ-finite, TB is
represented by some function g ∈ Lq(B) in the standard way. Letting gB denote the
extension by 0 of g ∈ Lq(B) to E, we have therefore that

T (f) = TB(1Bf) =

∫
B

g1BfdmB =

∫
E

gBfdm, f ∈ Lp
loc(E).

The reverse implication is straightforward. □

Remark 6.2. — We note that the previous lemma applies to every metric measure
space (E, d,m) when B = B0(E) and m is finite on B0(E).

References
[AKR98] S. Albeverio, Y. G. Kondratiev & M. Röckner – “Analysis and geometry on configuration

spaces”, J. Funct. Anal. 154 (1998), no. 2, p. 444–500.
[AES16] L. Ambrosio, M. Erbar & G. Savaré – “Optimal transport, Cheeger energies and contrac-

tivity of dynamic transport distances in extended spaces”, Nonlinear Anal. 137 (2016),
p. 77–134.

[AG13] L. Ambrosio & N. Gigli – “A user’s guide to optimal transport”, in Modelling and opti-
misation of flows on networks, Lect. Notes in Math., Springer, 2013.

[AGS08] L. Ambrosio, N. Gigli & G. Savaré – Gradient flows in metric spaces and in the space of
probability measures, 2nd ed., Lectures in Math. ETH Zürich, Birkhäuser Verlag, 2008.

[AGS14a] , “Calculus and heat flow in metric measure spaces and applications to spaces with
Ricci bounds from below”, Invent. Math. 195 (2014), no. 2, p. 289–391.

[AGS14b] , “Metric measure spaces with Riemannian Ricci curvature bounded from below”,
Duke Math. J. 163 (2014), no. 7, p. 1405–1490.

[BÉ85] D. Bakry & M. Émery – “Diffusions hypercontractives”, in Séminaire de probabilités XIX,
Lect. Notes in Math., vol. 1123, Springer, 1985, p. 177–206.

[BGL14] D. Bakry, I. Gentil & M. Ledoux – Analysis and geometry of Markov diffusion operators,
Grundlehren Math. Wissen., vol. 348, Springer, 2014.

[Bog07] V. I. Bogachev – Measure theory. Vol. I, II, Springer-Verlag, 2007.
[BH91] N. Bouleau & F. Hirsch – Dirichlet forms and analysis on Wiener space, De Gruyter

Studies in Math., vol. 14, Walter de Gruyter & Co., Berlin, 1991.
[Bou69] N. Bourbaki – Éléments de mathématique. Intégration. Chapitre 9, Actualités Scientifiques

et Industrielles, vol. 1343, Hermann, Paris, 1969.
[Bou71] , Éléments de mathématique. Topologie générale. Chap. 1 à 4, Hermann, Paris,

1971.
[Bou74] , Éléments de mathématique. Topologie générale. Chap. 5 à 10, Hermann, Paris,

1974.
[Bou81] , Éléments de mathématique. Espaces vectoriels topologiques. Chap. 1 à 5, Masson,

Paris, 1981.
[Cha04] D. Chafaï – “Entropies, convexity, and functional inequalities: on Φ-entropies and

Φ-Sobolev inequalities”, J. Math. Kyoto Univ. 44 (2004), no. 2, p. 325–363.
[Dal93] G. Dal Maso – An introduction to Γ-convergence, Progress in Nonlinear Differential Equa-

tions and their Appl., vol. 8, Birkhäuser Boston, Inc., Boston, MA, 1993.
[DS08] S. Daneri & G. Savaré – “Eulerian calculus for the displacement convexity in the Wasser-

stein distance”, SIAM J. Math. Anal. 40 (2008), no. 3, p. 1104–1122.
[DM75] C. Dellacherie & P.-A. Meyer – Probabilités et potentiel. Chap. I à IV, Publ. Inst. Math.

Univ. Strasbourg, vol. XV, Hermann, Paris, 1975.
[DM80] , Probabilités et potentiel. Chap. V à VIII: Théorie des martingales, Publ. Inst.

Math. Univ. Strasbourg, vol. XVII, Hermann, Paris, 1980.
[DSS21] L. Dello Schiavo & K. Suzuki – “Configuration spaces over singular spaces – I. Dirichlet-

form and metric measure geometry”, 2021, arXiv:2109.03192.

J.É.P. — M., 2024, tome 11

http://arxiv.org/abs/2109.03192


Wasserstein geometry and Ricci curvature bounds for Poisson spaces 1009

[DSS22] , “Configuration spaces over singular spaces – II. Curvature”, 2022, arXiv:
2205.01379.

[DZ10] A. Dembo & O. Zeitouni – Large deviations techniques and applications, Stochastic Mod-
elling and Applied Probability, vol. 38, Springer-Verlag, 2010.

[DNS09] J. Dolbeault, B. Nazaret & G. Savaré – “A new class of transport distances between
measures”, Calc. Var. Partial Differential Equations 34 (2009), no. 2, p. 193–231.

[DS58] N. Dunford & J. T. Schwartz – Linear operators. Part I. General theory, Pure and Applied
Math., vol. VII, Interscience Publ., 1958.

[Erb14] M. Erbar – “Gradient flows of the entropy for jump processes”, Ann. Inst. H. Poincaré
Probab. Statist. 50 (2014), no. 3, p. 920–945.

[EH15] M. Erbar & M. Huesmann – “Curvature bounds for configuration spaces”, Calc. Var. Par-
tial Differential Equations 54 (2015), no. 1, p. 397–430.

[EM12] M. Erbar & J. Maas – “Ricci curvature of finite Markov chains via convexity of the en-
tropy”, Arch. Rational Mech. Anal. 206 (2012), no. 3, p. 997–1038.

[FSS09] S. Fang, J. Shao & K.-T. Sturm – “Wasserstein space over the Wiener space”, Probab.
Theory Relat. Fields 146 (2009), no. 3–4, p. 535–565.

[FM16] M. Fathi & J. Maas – “Entropic Ricci curvature bounds for discrete interacting systems”,
Ann. Appl. Probab. 26 (2016), no. 3, p. 1774–1806.

[GT21] N. Gigli & L. Tamanini – “Second order differentiation formula on RCD*(K,N) spaces”,
J. Eur. Math. Soc. (JEMS) 23 (2021), no. 5, p. 1727–1795.

[GHP21] N. Gozlan, R. Herry & G. Peccati – “Transport inequalities for random point measures”,
J. Funct. Anal. 281 (2021), no. 9, article no. 109141 (45 pages).

[GRST14] N. Gozlan, C. Roberto, P.-M. Samson & P. Tetali – “Displacement convexity of entropy
and related inequalities on graphs”, Probab. Theory Relat. Fields 160 (2014), no. 1-2,
p. 47–94.

[GRST17] , “Kantorovich duality for general transport costs and applications”, J. Funct.
Anal. 273 (2017), no. 11, p. 3327–3405.

[Iof77] A. D. Ioffe – “On lower semicontinuity of integral functionals. I”, SIAM J. Control Optim.
15 (1977), p. 521–538.

[Kal17] O. Kallenberg – Random measures, theory and applications, Probability Theory and
Stochastic Modelling, vol. 77, Springer, 2017.

[Kal21] , Foundations of modern probability, 3rd ed., Probability Theory and Stochastic
Modelling, vol. 99, Springer, 2021.

[KR61] M. A. Krasnosel’skiı̌ & J. B. Rutickiı̌ – Convex functions and Orlicz spaces, P. Noordhoff
Ltd., 1961.

[Las16] G. Last – “Stochastic analysis for Poisson processes”, in Stochastic analysis for Poisson
point processes, Bocconi Springer Ser., vol. 7, Bocconi Univ. Press, 2016, p. 1–36.

[LP18] G. Last & M. Penrose – Lectures on the Poisson process, Institute of Math. Stat. Text-
books, vol. 7, Cambridge University Press, Cambridge, 2018.

[LV09] J. Lott & C. Villani – “Ricci curvature for metric-measure spaces via optimal transport”,
Ann. of Math. (2) 169 (2009), no. 3, p. 903–991.

[MR92] Z.-M. Ma & M. Röckner – Introduction to the theory of (non-symmetric) Dirichlet forms,
Universitext, Springer-Verlag, 1992.

[Maa11] J. Maas – “Gradient flows of the entropy for finite Markov chains”, J. Funct. Anal. 261
(2011), no. 8, p. 2250–2292.

[Mie13] A. Mielke – “Geodesic convexity of the relative entropy in reversible Markov chains”,
Calc. Var. Partial Differential Equations 48 (2013), no. 1-2, p. 1–31.

[MS20] M. Muratori & G. Savaré – “Gradient flows and evolution variational inequalities in metric
spaces. I: structural properties”, J. Funct. Anal. 278 (2020), no. 4, article no. I108347
(67 pages).

[Oll09] Y. Ollivier – “Ricci curvature of Markov chains on metric spaces”, J. Funct. Anal. 256
(2009), no. 3, p. 810–864.

[OS16] H. Osada & T. Shirai – “Absolute continuity and singularity of palm measures of the
Ginibre point process”, Probab. Theory Relat. Fields 165 (2016), no. 3-4, p. 725–770.

J.É.P. — M., 2024, tome 11

http://arxiv.org/abs/2205.01379
http://arxiv.org/abs/2205.01379


1010 L. Dello Schiavo, R. Herry & K. Suzuki

[OV00] F. Otto & C. Villani – “Generalization of an inequality by Talagrand and links with the
logarithmic Sobolev inequality”, J. Funct. Anal. 173 (2000), no. 2, p. 361–400.

[Par67] K. R. Parthasarathy – Probability measures on metric spaces, AMS Chelsea Publishing,
Providence, RI, 1967.

[PRST22] M. A. Peletier, R. Rossi, G. Savaré & O. Tse – “Jump processes as generalized gradient
flows”, Calc. Var. Partial Differential Equations 61 (2022), no. 1, article no. 33 (85 pages).

[RS99] M. Röckner & A. Schied – “Rademacher’s theorem on configuration spaces and applica-
tions”, J. Funct. Anal. 169 (1999), no. 2, p. 325–356.

[Sam22] P.-M. Samson – “Entropic curvature on graphs along Schrödinger bridges at zero temper-
ature”, Probab. Theory Relat. Fields 184 (2022), no. 3-4, p. 859–937.

[Stu06] K.-T. Sturm – “On the geometry of metric measure spaces. I & II”, Acta Math. 196 (2006),
no. 1, p. 65–177.

[Sur84] D. Surgailis – “On multiple Poisson stochastic integrals and associated Markov semi-
groups”, Probab. Math. Statist. 3 (1984), no. 2, p. 217–239.

[Suz23] K. Suzuki – “Curvature bound of Dyson Brownian motion”, 2023, arXiv:2301.00262.
[Vil09] C. Villani – Optimal transport. Old and new, Grundlehren Math. Wissen., vol. 338,

Springer, 2009.
[Wu00] L. Wu – “A new modified logarithmic Sobolev inequality for Poisson point processes and

several applications”, Probab. Theory Relat. Fields 118 (2000), no. 3, p. 427–438.

Manuscript received 7th April 2023
accepted 6th August 2024

Lorenzo Dello Schiavo, Institute of Science and Technology Austria,
Am Campus 1, 3400 Klosterneuburg, Austria
E-mail : lorenzo.delloschiavo@ist.ac.at
Url : https://lzdsmath.github.io/

Ronan Herry, IRMAR, Université de Rennes,
263 avenue du Général Leclerc, 35042 Rennes Cedex, France
E-mail : ronan.herry@univ-rennes.fr
Url : https://ronanherry.org/

Kohei Suzuki, Department of Mathematical Science, Durham University,
Science Laboratories, South Road, DH1 3LE, United Kingdom
E-mail : kohei.suzuki@durham.ac.uk
Url : https://ksuzukimath.jimdofree.com/

J.É.P. — M., 2024, tome 11

http://arxiv.org/abs/2301.00262
mailto:lorenzo.delloschiavo@ist.ac.at
https://lzdsmath.github.io/
mailto:ronan.herry@univ-rennes.fr
https://ronanherry.org/
mailto:kohei.suzuki@durham.ac.uk
https://ksuzukimath.jimdofree.com/

	1. Introduction
	2. Topological results for point processes
	3. Discrete operators and the Ornstein–Uhlenbeck dynamics
	4. Continuity equation
	5. Ricci curvature bounds on the Poisson space
	6. Appendix
	References

